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Assessing your HPC center
- Data Center Energy Practitioner

e DCPro Tools
* Assessment protocol

Center of Expertise
» Update projections
* Energy Challenge
* Measure and monitor

Other Resources
* LBNL (e.g. Case studies, Demonstrations, Wireless test kit)
* the Green Grid
* ASHRAE



The EE HPC working group drives energy and computational
performance improvement through collective actions

Members collaborate in areas such as performance metrics, thermal
conditions, best practices, etc. as determined by the group. This large
market influences manufacturers.



EE HPC WG Shares Information

EE HPC Working Group T

EE HPC WG
-‘I\ﬁ— Energy Efficient High Performance Computing Working Group
Discussions and
Webinars
Documents Purpose:
Membership
Meetings To drive implementation of energy conservation measures and energy efficient design in high performance computing (HPC).
Contact .
Links and Events GoaIS.
v Speaker’s B‘gea“ - Reduce expenditure and curb environmental impact through increased energy efficiency in HPC centers.
Availabl k
S;Z:(ere it Encourage the HPC community to lead in energy efficiency as they do in computing performance.
Submission - Develop and disseminate best practices for maximizing energy efficiency in HPC facilities and systems.
Documents - Serve as a forum for sharing of information (peer-to-peer exchange) and collective action.
Sub-Groups Lo
Infrastructure Current Activities:
Computing Systems A bi-monthly EE HPC WG membership meeting reviews current team activities led by the Infrastructure, Systems and Conferences Sub-Groups.
Conferences

This meeting is held the second Tuesday of February, April, June, August, October and December. Minutes summarize team activities.

Navigation For more information, see Meetings and Minutes




The Data Center Energy Practitioner (DCEP) program
qualifies individuals to perform data center assessments
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Saving Energy in Data
Centers Home ey Program:
Data Center Energy Practitioner Program ?
About Saving Energy DOE is partnering with industry to develop a Data Center Energy Practitioner (DCEP) program to accelerate energy savings in the Sign Up for Information
in Data Centers dynamic and energy-intensive marketplace of data centers. Some of the following documents are available as Adobe Acrobat 9
PDFs.

Data Center
EnenayiRractitioners The DCEP program is being defined, designed, and implemented by warking closely with industry stakeholders. DOE has set a goal
Software to have at Iea;t 200 practitioners by 2011, Significant knowledge, training, and skills are required to perform accurate energy
assessments in data centers. DCEPs will:

Case Studies . X . X L
Be gualified to identify and evaluate energy efficiency opportunities in data centers

.
Training * Demonstrate proficiency in the use of DOE's DC Pro software tool suite
) * Address energy opportunities in electrical systems, air management, HYAC, IT equipment, and on-site generation
R&D Portfolio « Meet academic/work experience requirements (prequalifications)
* Receive training on conducting data center assessments \(,:Veanntfa&oEf:r?y%?;it;%%fr?fo?irﬂ’
* Be required to pass an exam and be requalified every 3 years. Sign up to be contacted. :

Property management companies, engineering consulting firms, service companies, data center operators, state energy
agencies, and utilities will benefit from the expertise provided by DCEPs.

Read mare about the Data Center Energy Practitioner program/=, May 2011, and download the Program Description?s, July 2011,

DCEPs can download the DCEP Program Energy Training-Assessment Process Manual/s, Oct. 2010, for administrative step-by-step instructions for conducting an energy
assessment before, during, and after an on-site data center assessment. The manual also includes useful templates for assessments.

Training Calendar
Beginning in 2011, the DCEP Program will be delivered world-wide by two Professional Training Organizations (PTOs): DatacenterDynamics in the US and CNet Training
outside of the US. Review current training opportunities with DatacenterDynamics and CNet Training.

Data Center Energy Practitioners
Here you will find information about Level I Practitioners {(Generalists) and Level II Practitioners {Specialists). all completed training on performing energy assessments in

data centers and passed an exam demonstrating their proficiency in the use of select tools in the DC Pro tool suite (Profiling Tool + System Assessments Tools).

Developers/Instructors
The following individuals are developers/instructors for the DCEP program.

Developed by DOE in Objective: Raise standards,

collaboration with Industry repeatability, reach large numbers S

Slide 5



The DCEP program is administered by Professional
Training Organizations — selected through a competitive
process

EatacenterDynamics

owledge & Networking

http://www.cdcdp.com/dcep http://www.datacenterdynamics.com/training/course-
types/doe-certifed-energy-professional

PTOs license training and exam content from DOE, provide
training, administer exams, and issue certificates

DOE’s goal is to further privatize the program 6
Slide 6



Assessing energy performance of
your HPC center

e DC Pro assessment tools

— Energy Profiling Tool V3 release by end of 2013 (V2 retiring)
* Online

e Downloadable

* Provides estimate of PUE and recommendations for
improvements

* Use to track performance
— Air Management spreadsheet tool

— Electrical distribution spreadsheet tool
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Saving Energy in Data Centers ! i
About Saving Energy = Printable Yersion = Site Map )
in Data Centers Toals and resources are available to help data center owners and §E:Er;::2r:13tg?fi§:snter
D operators benchmark data center energy use, identify savings s
ata Center s 5 ; .
Energy Practitioners opportunities, and adopt energy efficient practices. The R&D Portfolio m NEWS
includes projects funded by DOE's Industrial Technologies Program (ITP) ITP's IMPACTS Report Released:
Software that can dramatically improve the energy efficiency of the nation's Surnmary of Program Results for

information technology and telecommunications {ICT) industries. On this
site you will find information on the following:

CY2008 »

Case Studies August 20, 2010

Training ¢ R&D projects that advance new ICT technologies in equipment and .- mﬁli\’\ér\:?:gklfntsgvgotgrg;tégr%toeor
e software, power supply, and cooling. Sybase Reduces Data Center Enfrﬂfffjgiﬁ?c\’ ¥
vlarch 1o, £ U
e DC Pro Software Tool Suite includes three tools to measure energy Energy Use and Saves $262,000 A
LEsrandlidentindoppontinitiesiicnsavingsimcatalcanters: Air-Management Tool Yersion 1.05 RSa?:h zgrgemnenﬂsonvGﬁizi:gs
e Data Center Energy Practitioner program qualifies professionals to Available for Download ;:_:t]ﬁfslfs for Energy Efficiency
evaluate energy use and efficiency opportunities in data centers. February 1, 2010
e Awareness training on energy efficiency is provided by the More News »
American Society of Heating, Refrigerating and aAir-Conditioning .
Engineers (ASHRAE). | Want to... Subscribe to EERE News Updates »
e Case studies reveal steps companies are taking to reduce data > Setgaﬂéi:;;diingy dsaatvaincgesnter
center operating costs, increase energy efficiency, and regain e o

Learn about becoming gualified to

cooling infrastructure capacity. . perform data center assessments
e Partnerships with the Federal Energy Management Program and : ;’nd = ce"t,Tr fAEp—”d"i'n opportunities
other government and industry organizations work to improve data ecelve e-mar updaies

center efficiency and help meet ITP's goals. Contact us for more
information.



DC Pro Screen shots

sment Home : LBNL Test DC - California Profile | Case: LBNL Test DC - California-Rod 6/19/13

Asse

>>

[

Either click on one of the headers to go to those questions,
or click on the "Continue’ button to be taken to the next set of questions.

By clicking on the 'Save and Continue’ button, your profile will be saved and you will be able to exit the application without losing your data.

Items with a Light background contribute to the PUE calculation. Please make sure to answer all of them to get a more accurate calculation.

Clickingon a 3 ! will give you more information about the selected row.
A * signifies a required field. This is required in order for the report to save, and only exists in the first section.

Is this a Federal Data Center?

| Continue

1.1 Data Center General Information

2.1 Energy Use Systems - Energy Management

2.2 Energy Use Systems - IT Equipment

2.3 Energy Use Systems - Environmental Conditions
2.4 Energy Use Systems - Air Management

2.5 Energy Use Systems - Cooling

2.6 Energy Use Systems - IT Equipment Power Chain
2.7 Energy Use Systems - Lighting

3. Supplied Energy (Optional)

4. Energy Use Distribution (Optional)

5. Results

| Finish with the Profile ‘ | Print Profile ‘ ]Archive Profile l Y| Generate Recommended Tasks

BDCPR®

Power Usage Effectiveness (PUE)

1.92

Annual Data Center Site Energy Use

Usage

@ Equipment Lights
Electric @@ Fans Cooling
Cost

- 4M

= 2M (=]

- (=]

- o

s (=]

= o

S n

- o

tricity

Fuel
Steam



General information

‘ ent Home : LBNL Test DC - California Profile | Case: LBNL Test DC - California-Rod 6/19/13 ﬁDCPR@

- | “ Povier Usage Effectiveness (PUE)

1.1 Data Center General Information
1.92

Annual Data Center Site Energy Use

Give the current profile a unique name
* Profile Name: LBNL Test DC - California-Rod 6/19/13 se the date to organize multiple as:

¢ c
(e.g.. Case

Usage

* Department: DOE
* Organization: Lawrence Berkeley National Laboratory v
Country: " United States of America This tool currently only supports the USA.
* Address: 594720
State/Region: | California v

County: | Alameda v

Climate Zone: 3C

m

* Floor Area - Data sC::(t:g 4000 sq feet - (2)
* Floor Area - Data Center .
. 500 sq feet - (2)
Support Space: - @ Equipment Lights
* Floor Area - Non DataSC:;lt:if 1000 sq feet - (2] Electric @ Fans Cooling

Total Facility Space: =500 sq feet v

Type of Data Center: Government v Z ) Cost
* Data Center Tier (Uptime — o 4M

Institute defintion): 1€ ! v 2 =
* Data Center Class: A1 v Class as per the ASHRAE Guidelines

‘ Previous Section ’ | Next Section |

2.1 Energy Use Systems - Energy Management = OM
2.2 Energy Use Systems - IT Equipment
2.3 Energy Use Systems - Environmental Conditions

2,500,000

ater

tricity
w
We

eam

Elec

Chille

2.4 Energy Use Systems - Air Management
2.5 Energy Use Systems - Cooling Y.

| Finish with the Profile \ l Print Profile \ \ Archive Profile | Y| Generate Recommended Tasks




IT equipment questions

Assessment Home : LBNL Test DC - California Profile | Case: LBNL Test DC - California-Rod 6/19/13 ﬂDCP R@

Power Usage Effectiveness (PUE)
1.1 Data Center General Information 1.92

2.1 Energy Use Systems - Energy Management .
Annual Data Center Site Energy Use

2.2 Energy Use Systems - IT Equipment

Usage

Do you measure and track IT
equipment(storage, server and network) Yes 9'No
utilization?

Do you have a process for identifying
abandoned/un-used servers and taking them Yes 9'No
offline?

What is the average age at which you replace , .

your servers? 4 Years v
Are you using virtualization to consolidate your
server workloads? Yes @/No
How extensive is your storage consolidation? 1% to S0% - 3
@ Equipment Lights
v More than one production tier i juipme i S -
What storage tiers have you implemented? L Electric @ Fans Cooling
(mark all that appry) Archlvmg tier
Near-line storage
Cost
Have you implemented storage optimization )
techniques such as thin provisioning, Yes '9'No ~ 4 M
incremental snapshots, or de-duplication? -
2M o
| Previous Section \ \ Next Section | - 8
y . b [=)
2.3 Energy Use Systems - Environmental Conditions = 8
- o

2.4 Energy Use Systems - Air Management -~ OM

ater

2.5 Energy Use Systems - Cooling

icity
W
W

am

te

2.6 Energy Use Systems - IT Equipment Power Chain e

Chil

2.7 Energy Use Systems - Lighting
3. Supplied Energy (Optional S

| Finish with the Profile | | Print Profile | | Archive Profile| [¥] Generate Recommended Tasks




Environmental conditions

Assessment Home : LBNL Test DC - California Profile | Case: LBNL Test DC - California-Rod 6/19/13

What is a typical (average) air
temperature leaving the cooling coils | S5F (13C)
(supply)?

What is a typical (average)air,
temperature entering the cooling coils | —Select One— «
(return)?

@ C)

Do you have active, working
humidification controls?

Do you have active, working
dehumidification controls?

| Finish with the Profile | | Print Profile | | Archive Profile |

Generate Recommended Tasks

EDCPRO®

Power Usage Effectiveness (PUE)

1.92
Annual Data Center Site Energy Use

Usage

v

@ Equipment | Lights
@ Electric @@ Fans @ Cooling

|

Cost
o 4M
5
é’ZM
w
S
BOMIIY‘_
> e
3:355
g 2 B
w =
(&)



Energy end use breakdown

LBNL Test DC - California Profile | Case: LBNL Test DC - California-Rod 6/19/13

BDCPR®

Power Usage Effectiveness (PUE)

1.1 Data Center General Information 1.92
2.1 Energy Use Systems - Energy Management
Annual Data Center Site Energy Use
2.2 Energy Use Systems - IT Equipment
2.3 Energy Use Systems - Environmental Conditions U sage
2.4 Energy Use Systems - Air Management
2.5 Energy Use Systems - Cooling
2.6 Energy Use Systems - IT Equipment Power Chain
2.7 Energy Use Systems - Lighting
3. Supplied Energy (Optional)
4. Energy Use Distribution (Optional)

Use these screens to allocate the annual energy use for each meter identified in Step 3 across the Eneljgy End-Use Breakout Categories. If you
do not know what the allocations are for a given meter, it is OK to skip this screen or enter estimates. L2}

Vv
v

All of the energy use for a given meter does not have to be allocated to the breakout categories. If the meter serves more than just the data

center, it is OK to leave a portion of the energy in the Remainder column.
@ Equipment Lights
Once you have entered values for your breakouts, please click the Recalculate button to get your new Totals for each category. Electric @ Fans Cooling
Electricity I Steam || Chilled Water
Cost
ATOtﬂl . Site Energy End-Use Breakout Categories l Recalculate ‘ -~ 4M
nnua ) W
Meter Site Electric Cooling & Site Energy Use Remainder =
Energy IT Load Lights Distribution Fans Humidity Related to Data (Non-Data
Use Losses Controls Center Center Use)
KWhiyr KWhiyr % KWhiyr % KWhiyr % KWhiyr % KWhiyr % KWhiyr % KWhiyr | % 2M g
1 8,300,000 | 4150000 | 50% | 83000 1% 332000 4% 913000 11% | 2490000 30% | 7,968,000.00 | 96% | 332,000 | 4% n g
Totals 4,150,000 | S0% 83,000 1% 332,000 4% 913,000 | 11% | 2,490,000 | 30% 8,000 96% | 332,000 | 4% —_ 8
L - S oM o
‘ Previous Section | ‘ Next Section ‘ ',;" & * 7

5. Results

\ Finish with the Profile \ l Print Profile \ \Archive Profile| [¥] Generate Recommended Tasks




Potential energy savings

Assessment Home : LBNL Test DC - California Profile | Case: LBNL Test DC - California-Rod 6/19/13 .DCPR@

Power Usage Effectiveness (PUE)
1.92
Annual Data Center Site Energy Use

Usage

@0 Electric @@ Fans @ Cooling

[. Equipment [ Lights

Energy Comparison

Cost
-~ 4M
E
Current w
i.
w
=
& oM : ; —
> &
T 3 E =
i = B s ©
Potential g [rd Z 2
wi =
(]

[ Finish with the Profile | | Print Profile | | Archive Profile | Generate Recommended Tasks



Potential energy savings

Assessment Home - LBNL Test DC - California Profile | Case: LBNL Test DC - California-Rod 6/19/13 .DC PR@

Power Usage Effectiveness (PUE)
1.92
Annual Data Center Site Energy Use

Usage

Total Savings - $1,056,344

/ $102,920.00

@ Equipment [ Lights
@ Electric @ Fans @ Cooling

$254,755.28 Cost

»
=

$701,213.19

Dollars (Thousands)
N
=

[=]
=

Electricity
Fuel
Steam
Chilled Water

[- Electric Distribution Loss (@ Fans @ Cooling & Humidity Controls]

1

| Finish with the Profile | | Print Profile | | Archive Profile | Generate Recommended Tasks



Center of Expertise for Data Centers

CENTER or
&  EXPERTISE

ror ENERGY EFFICIENCY v DATA CENTERS

| | seArcH

@ciicicy FEMPY- [

Foersd Eneegy Management Proyam  [ESSSIISEER]

HOME | ABOUT | INITIATIVES | RESOURCES | ACTIVITIES | CONTACT US

“While information technology (IT) is improving
the efficiency of government, energy use in data
centers is growing at a significantly faster rate
than any other building segment...”

A new Department of Energy-led CENTER of EXPERTISE will
demonstrate national leadership in decreasing the energy use of
data centers. The Center will partner with key influential public
and private stakeholders. It will supply know-how, tools, best
practices, analyses, and the introduction of technologies to assist
Federal agencies with implementing policies and developing data

center energy efficiency projects.

Coming Soon

P11 111

@ - Initiatives

.

The Data Center Energy Challenge
will require participating Federal
agencies and other data center
owners to establish an efficiency

goal for their data centers...

MORE DETAILS

f

ll\\llllll'l'll'llll,l
‘\l‘ll“-l-ll'.'lv'.lll'llll

Resources

The Center's activities will include
establishing metrics, providing
technical assistance to agencies
piloting innovative measurement

and management approaches...

MORE DETAILS



Center of Expertise — Energy Challenge

* Federal and Private industry Energy Challenge
being developed

* Goal —lead to continual improvement
 Possible elements:

e PUE — best, most improved
e Utilization

* Site generation
 Benchmarking data base

* Your ideas are welcomed



Center of Expertise — Measure and Manage

Most Federal centers are not
adequately metered

Many “enterprise” data centers are
not adequately metered

Initiative will provide guidance and
best practices in collaboration with
industry groups

Your input is welcome



Center of Expertise

« Update data center projections originally presented in
2007 EPA report to Congress



Energy benchmarking reveals wide variation

High Level Metric: Power Utilization Effectiveness

3.5

(PUE) = Total Energy/IT Energy

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
DATA CENTER NUMBER IN LBNL DATABASE

3.0

2.5

2.

o

1.

(S}

1.

TOTAL DATA CENTER POWER /IT POWER
o

0.

(S}

o



End use breakdowns can be instructional

HVAC Cooling
23%

HVAC Fans
8% Lighting

4%




Resources

22

Federal Programs

Federal Energy Management Program

(FEMP)

e Assessment tools

* Data Center Energy Practitioner
Program

e Data Center Challenge

* Industry Projections

* Measure and monitor

* (Case studies

General Services Administration (GSA)

Environmental Protection Agency
(EPA)

* Energy Star Buildings

* Energy Star Products

Federal Data Center Consolidation
Initiative

Industry Organizations
The Green Grid
ASHRAE
7 X 24 Exchange
Uptime Institute
AFCOM
ITIC
Silicon Valley Leadership Group

Critical Facilities Roundtable



LBNL developed resources

Wireless Test Kit developed with goal of
quickly capturing 75-80% of assessment data

GSA Green Proving Ground

reported on the technology: http://www.gsa.gov/portal/content/140959
23



the Green Grid Maturity Model

Data Center Maturity Model Assessment Tool

Posted In:
General

11 January, 2012

Launch Tool

Share
(in VN £ BES

The Data Center Maturity Model (DCMM) touches upon every aspect of the
data center including power, cocling, compute, storage, and networking. In
addition, the levels of the model outline current best practices and a 5-year
roadmap for the industry. You and your colleagues can use the DCMM
Assessment Tool to evaluate your data center and IT portfolio against the
DCMM, get access to your personal DCMM equalizer, and obtain
benchmarking results.”

*Time to complete assessment: 20-30 mins for summary level, 60 minutes for
those unfamiliar with DCMM.

Downloads:

DCMM - Full Model

DCMM - All Individual Sections in Zip File
DCMM - Compute Section
DCMM - Cooling Section
DCMM - Management Section
DCMM - Network Section
DCMM - Other Facility Section
DCMM - Other IT Section
DCMM - Poster (Standard E)
DCMM - Poster (AQ)

DCMM - Power Section
DCMM - Storage Section

Title ‘

Comments ‘

advertisement of products will be
removed.

Access Related Materials:

> DCMM Tutorial 2013

» DCMM White Paper

> DCMM Assessment Tool
» DCMM Academy Course
» DCMM PDF

Related Content

Climate Savers White Paper -
l@ Energy Efficiency Guide for

Networking Devices

3161 Downloads | Comment now

Climate Savers White Paper -
Motherboard Power Efficiency
Measurement Process

3491 Downloads | Comment now

Climate Savers White Paper -
Power Management for
Networking Devices

2556 Downioads | Comment now

il

Climate Savers White Paper -
Power Management System
Design Guide

2856 Downloads | Comment now

-8

—— Allacntn Cncinsn Walba Bamas




Maturity Model promotes continual improvement

Data Center Maturity Model - Detailed Assessment (test 1)

i >

a
D Achieved Level 0
o [ ondfom > E ‘ ‘ ‘ I

Facility
B R * Md o low sffiency <00% based onyourtypicsl | @) @) . g0 sffiency based on you typical tization | €@ (©)  + 925 sfficency based on your typical uizaton @ ©)  + 94% sfficiency based on your typical uiization « 95% afficency based on your iypical utizaton @ ©)  + 96% efficiency bass
Buikiing Entrance to I load wiiization
1.2 Achitactus ©© - Lowsficiny powe nasnctrs and st Q© - £oo Mode UPS it appicable to business type ©Q© - Corsokdsto ansiomes s fowersoes Q© - oo Mode UPS that works for o business types « Move to higher IT load voltage, sither AC or DC
UPS use isolation transformers, consider autotransformers)
12| rctactes 00 - - . Q© - Fowerand righer efficency ransiormers NEMA | @ (©  + Salect power fand badap) techologies based on 00 . R —
: TP1 or squivalent) TCO, Materials & Sustainabiity

12 prsiaciro O O) . Neneoun iion rmmioorms O e ©© - Usoproheis ittt ighafcioncy ata oo
the load range used vs. highest overall
1.2 Architacture Q© - Roview and captire wasta haat for axample, to
augment ganerator block hasters) v

© 2011 THE C WTM ASSOCIATION MANAGEMENT
SITE MAP PRIVACY POLICY TERMS AND CONDITIONS

the green grid®

W, get connected to efficient IT




Green Grid Free Cooling Map

Air-side Free Cooling Map

HOURS

8500
8000

7500
= 7000
6500

6000
5500
5000
4500

4000
3500
3000
2500
2000

Estimate of
Air-side Economizer

Hours For Data Centers
© 2009 The Green Grid

Number of Available Hours Where:
Dry Bulb Temperature <= 81F (27C)
AND Dewpoint <= 59F (15C)

Map Courtesy of The Green Grid

http://cooling.thegreengrid.org/namerica/WEB_APP/calc_index.html




GSA Wireless Study

, . | Search |
s U.S. General Services Administration

WHAT GSA OFFERS DOING BUSINESS WITH GSA LEARN MORE

Home > How We Help > Areas of Interest > Sustainability > Green Proving Ground > FY 12 Technology Assessments > HVAC/Energy Management >

Wireless Sensor Networks i ¥ |
Ovntew |

Findings, March 2012 Kevin Powell
e (510) 919-9192
= kevin.powel@gsa.gov
» FY 11 Technology » View Contact Details
« FY 12 Technology “By most standards, this data center is an efficient facility. The fact
Bullding Envelope that a wireless sensor network helped it significantly reduce its DOWNLOAD FINDINGS
energy profile speaks volumes for the technology.” Findings: Wireless .
HVAC/Energy Management gyp P 9y Sensor Networks > =
Central Plant Optimization Ronous a

Facility Manager, Office of the Chief Information Officer, USDA
Wireless Pneumatic Thermostat

Plug Load Control DOWNLOAD FULL REPORT

P Wireless Sensor Networks Wireless Sensor Network

for Improving the Energy .
Lighting Effici
. iciency of Data Centers
On-Site Power Generation Wireless Sensors Help Decrease Data Center Energy Lawrence Berkeley -
C onsu mpti on National Laboratory >
Water
* Request for Information Data centers consume roughly two percent of all energy used in the United States, and their

carbon footprint is projected to exceed that of the airline industry by 2020("), Nearly 50 percent

SN WPV PN | R -

e I oA i s el A oo



e aay | Eneegy EMciency &
ENERGY | ronewaite Eregy

Data Center Rack
Cooling with Rear-door
Heat Exchanger

As data centar energy dznsities in
power-use per square foot increens,
enargy savings ¢ cooling can be
realized by liquid-cocling

FEDERAL ENERGY MANAGEMENT PROGRAM

Figre 1:Pass o Rsr Deer Hut Exchanger deviess o LENL

Server rucks can abo be cooled with
compting tctmokgies mch ¢ modler,

Duing cperation, bt severeack siflow
s foeced Srcugh the RDEX device by the
srve .t s exchanged s he

devioss instead of increasing airflow
velume. This is especialy importent in
a data csater with a typical under-floor
cooling system. An sirflow-capacity
limit will eventally be reached that

is constrained, in part, by undse-floor
dimensions and cbstru:tions.

1 Introduction

Lisuidooling devios wese imaalled o
server sacks in & et cesder al Lawsense
Berkeley Nutional Labsewscey (LENL) in
Figure 1. The pussive-toxnsiogy device
remives hest genalod by Se saves
frcem the wirtlow Jeavieg he server rack
This bewt is wnsally sumferred w cosling
wates cincslatnd froen o ceoeal chiller

coatuinsent enclhewes.

2 Technology Overview
The sess doce heat excharger (RDHY)
lnun reviewed in this case. m.r, we

etair

e conling Wower, Ths, me-l;\ cuter

i teperitire i rodued b i 3
it e dta center

22 Teohndlogy Benefits.

RDHx scolirg devices can save esergy
in data

they

sey
o o sccking ke s Apasive-

tham, sl cpertion, s bow muiste-

yle R
ermgy :('.4::=-.1 & duta center Facility

e X
conmpranzios, ot sptive oxlisg,

Seccad, RDFix devices e \.} less
St gy simee they perfoem well at
wasmer (highe) chilled water set-poists.

Thed, depesdig

smake RDEX & inbedh
e and reroit duta center deaigna. &
smry w50 help elimenate the complenity
and ot of under-floor s distrbuson

Reduce Maincenance

w o4s, RDHx devices can
elisenate chiller cnergy becwise they csn
P "

i
vy peets, they regeire les maio-
tenanse compared o comguer oo

plast However st LENL,

o 4 5

rejects the heat diectly 5 & conling Wwer
thivsgh & plato-and-Eune beat exciange
s early elisenating chiller energy use
Se msocinied servens. In wdditicn
irg with pessive heat excharg-

s, s sesults cus be achieved with

~dexst heat

coanacted 1o & codling
somwes These inherert feutuses of a RDFX

it (CRAC) unis. RDH
devioes will require occsineml cleanizg
of dust e sk frcen e we-sidk of the

Reip ralce energy % coils RDHx p
el sob e roper walerside =ntenanse
21 Basic operation Reduce or Eliminate Claller
The RDERx devios, which resmbies Operation

1efigerart-codal ree-dor exchargers

is placed in the
airflow cutlet of 4 serves k.

RDHx devices peesenst a cpporssaity
10 save energy by either raducing o

crinad>

= Best Practices Guide

= Benchmarking Guide

fechnology Case-Study Bulletin FEMP&~

Data Center Airflow Management Retrofit
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e
ENERGY |So 5t FEDERAL ENERGY MANAGEMENT PROGRAM

Best Practices Guide
for Energy-Efficient
Data Center Design

January 2010

FEMPg:

ep: Y (NREL),
of the U.S. Department of Energy, Office of Energy Efficency and Renewable Energy.
NRELIs cperated by the Alliance for Sustainable Energy, LLC.

= Process Manuals

= Data Center Programming Guide

= Technology Case Study Bulletins

* Procurement Specifications

= Report Templates

= Quick-Start Guide



ASHRAE data center book series

1. Thermal Guidelines for Data Processing Environments 3"
Edition (2011)

2. Power Trends & Cooling Applications 2" Edition (2012)

3. Design Considerations for Datacom Equipment Centers

(2009)

4. Liquid Cooling Guidelines for Datacom Equipment Centers
(2006)

5. Structural & Vibration Guidelines for Datacom Equipment
Centers (2008)

6. Best Practices for Datacom Facility Energy Efficiency 2"
Edition (2009)

7. High Density Data Centers — Case Studies & Best Practices
(2008)

8. Particulate & Gaseous Contamination in Datacom
Environments (2009)

9. Real-Time Energy Consumption Measurements in Data
Centers (2010)

10. Green Tips for Data Centers (2010)
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ASHRAE guidelines apply to HPC systems

Recommends temperature range

Provides common understanding between IT and up to 80.6°F with “allowable” much
facility staff. higher.

Developed with IT manufacturers
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In summary, the infrastructure tool kit includes resources
to help improve energy efficiency in HPC centers.

Assessment tools and
resources are available

Keep your eye on FEMP’s
“Center of Expertise”

Existing guides and technical
resources provide direction

There is always more that

can be done \
~ A
Questions?
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