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« Data Center Energy Context
* Applying Best Practices — LBNL case study

 DOE Resources to Help
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Challenging Conventional Wisdom:

Energy Efficiency &

ENERGY Renewable Energy

Game Changers

Conventional Approach

* All data centers are “mission
critical”

 Data centers need to be cool
and controlled to tight
humidity ranges

 Data centers need raised
floors for cold air distribution

« Data centers require highly
redundant building
infrastructure

Need Holistic Approach

* |T and Facilities partnership

K} femp.energy.gov




Energy Efficiency &

Data Ce nte r E n e rgy Renewable Energy

Data centers are energy intensive facilities
* 10 to 100+ times more energy intensive than an office
« Server racks now designed for more than 30 kW
» Surging demand for data storage
* 1.8% of US electricity consumption

« Power and cooling constraints in existing facilities #&
* Perverse incentives —
v IT and facilities costs separate

Potential Benefits of Energy Efficiency
» 20-40% savings & high ROI typical
» Aggressive strategies can yield 50+% savings
» Extend life and capacity of infrastructures

4 femp.energy.gov




US Data Center Energy Usage Reports

.S. DEPARTMENT OF Energy Efficiency &

(2007 & 2016) ENERGY Renewable Energy

120 ~

i 2007 Current Trends

[y
3
1
\
N\

(oe]
o
L

R4 . 2007 Improved Operations
s -
¥
P L d

. This Report ~7 8% U.S. Electricity

(e
o
L

____________ 2007 Best Practices

S
[e»]
1

TS~ . 2007 State of the Art

20 - ® Masanet, 2011

Annual electricity use (billion kWh/y)

.80 1
>
< e ce——————— cT
} Koomey, 2011 s S —ez—mm—m———— e "
S - — -
0 T T T T T T T -: 60 - \\\\:: ~a e
(] S Se ew - -
2000 2002 2004 2006 2008 2010 2012 2014 = SaUSs - ::lll-\lj+ bs
o] = -
o Seao -
-~ =~ BP
5 40 - Tee-
Z BP +HS
k)
8
@ 20
®
=]
c
c
<
0 T T T 1
2010 2012 2014 2016 2018 2020
0 1 1 H CT - Current Trends HS - Hyperscale Shift
45 A) Red UCtlon POSSI ble Wlth BeSt IM - Improved Management BP - Best Practices

Practices and greater shift to hyper-scale

5 femp.energy.gov



1 1 1 ~ o U.S. DEPARTMENT OF ner icienc
Typical Data Center Energy Efficiency ~ 15%g gy | e e Lz

100 Units Power
Source Conversions
Energy & Distribution

35 Units
Power Generation

Cooling

Equipment

33 Units
Delivered
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Energy Efficiency Opportunities ENERGY | renowanio Energy
IT innovation Better air management
Virtualization Move to liquid cooling
High-efficiency Optimized chilled-water plants
power supplies Use of free cooling
Load management Heat recovery

Power I}/L
Conversion & ‘ ey

|
I
I .
t
| Distribution Computing
|
I
|

Operations

h________

On-site generation
Including fuel cells and
renewable sources
CHP applications
(waste heat for cooling)

7 femp.energy.gov

High-voltage distribution
High-efficiency UPS

Efficient redundancy strategies
Use of DC power




Lawrence Berkeley National Laboratory ..o | e ericens s
ENERGY Renewable Energy

S
S

« We also research energy-efficiency opportunities and work
on various deployment programs

8 femp.energy.gov



LBNL Feels the Pain! ENERGY | roor e trer

femp.energy.gov




U.S. DEPARTMENT OF Energy Efﬁciency &

LBNL Super Computer Systems Power ENERGY | Renewabie Energy

NERSC Computer Systems Power
(Does not include cooling power)
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Energy Efficiency &

Renewable Energy

« Partnership between CIO, CS, and energy efficiency
researchers, facilities

« Existing data centers relatively efficient
o NERSC: PUE = 1.3 (1.4), takes advantage of central plant
o 90B-1275: PUE = 1.45 (1.65), tower cooled CRACs

* Increased efficiency frees up needed “capacity”
* New data centers much better (PUE = 1.1)

« Leveraging data centers as test beds to create an impact
beyond Berkeley Lab

* Working with vendors to develop new products and
strategies

11 femp.energy.gov




Best Practices Summary Remonable Eneray

© 00N Ok WM

Measure and Benchmark Energy Use

ldentify IT Equipment and Software Opportunities
Use IT to Monitor and Control IT

Optimize Environmental Conditions

Manage Airflow

Evaluate Cooling Options
Reconsider Humidity Control
mprove Electrical Efficiency
mplement Energy Efficient O&M




.S. DEPARTMENT OF Energy Efficiency &

Benchmark Energy Performance ENERGY | rononable energy

« Compare to peers
— Wide variation

 |dentify best practices
* |D opportunities
« Track performance
— Can’t manage what isn't measured
« The relative percentage of energy actually doing computing varies

Computer
Loads
67%

Other

Lighting 13%
(J

Office Space 2%
Conditioning
1%

Electrical Room
Cooling
4%
Cooling Tower
Plant
4%

Data Center
Server Load
51%

HVAC - Air
Movement
7%

Data Center Lighting

CRAC Units 2%

25% HVAC -
Chiller and

Pumps

24%
13 femp.energy.gov



U.S. DEPARTMENT OF

High Level Metric: PUE ENERGY

Energy Efficiency &
Renewable Energy

Power Utilization Effectiveness (PUE) = Total Power/IT Power

TOTAL DATA CENTER POWER [/ IT POWER
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Example PUE Values ENERGY | Erere Eficency &

Renewable Energy

PUEs: Reported & Calculated m

EPA ENERGY STAR Average 1.91
Intel Jones Farm, Hillsboro 1.41
T-Systems & Intel DC2020 Test Lab, Munich 1.24
Google 1.16
Leibniz Supercomputing Centre (LRZ) 1.15
National Center for Atmospheric Research (NCAR) 1.10
Yahoo, Lockport 1.08
Facebook, Prineville 1.07
National Renewable Energy Laboratory (NREL) 1.06

Slide Courtesy Mike Patterson, Intel



Drivers: Executive Order 13693 and
the Data Center Optimization Initiative (DCOI) ENERGY | renewavic Energy

Energy Efficiency &

Specific federal goals for data centers:

* Promote energy optimization, efficiency, and performance

* |nstall/monitor advanced energy meters in all data centers by FY2018
- Active tracking of Power Usage Effectiveness (PUE)

« Establish PUE targets: PUE=Total Data Center Facility Power or

Energy/IT Fguipment Power or Energy

- between 1.2 and 1.4 for new data centers
- less than 1.5 for existing data centers

« Option: close the data center (consolidate, move to the cloud)

Power Usage
Effectiveness (PUE) is
a measure of how
efficiently a data

center’snfrastructur
e uses energy.

femp.energy.gov




IT Load Can Be Controlled ENERGY | Erere Eficency &

Renewable Energy

Computations per Watt is improving

Opportunities:

Core Integer Performance Over Time*

Consolidation
Server effiCienCy (Use ENERGY STAR) %9861988:1990199219941996 1998 2000 2002 2004 2006 2008

> FIOpS per Watt Single Core Moore’s Law
» Efficient power supplies and less redundancy.

Software efficiency
> Virtualize for higher utilization
» Data storage management.

Enable power management (e.g., sleep mode)
Reducing IT load has a multiplier effect

» Savings in infrastructure energy depends on PUE

femp.energy.gov



Virtualize and Consolidate Servers »
and Storage ENERGY Renewable Energy

.S. DEPARTMENT OF Energy Efficiency &

« Run many “virtual” machines
on a single “physical”
machine

« Consolidate underutilized
physical machines,
iIncreasing utilization

 Energy saved by shutting
down underutilized machines

18 femp.energy.gov




Virtualize and Consolidate Servers

U.S. DEPARTMENT OF Energy Efficiency &

and Sto rage ENERGY | Renewable Energy

Server Consolidation R&D Production

..' ..'

—
App App
=Y f
M VMM

HW.

Enables rapid deployment,
reducing number of idle, staged servers

Disaster Recovery Dynamic Load Balancing

10:1 in many cases

A A

App

,@§

CPU Usage CPU Usage
* Upholding high-levels of business continuity
* One Standby for many production servers . -
Balancing utilization with head room



.S. DEPARTMENT OF Energy Efficiency &

Using IT to Save Energy in IT ENERGY | roncwanis Eneray

« Operators lack visibility into data center environment

* Provide same level of monitoring and visualization of the physical space
as we have for the IT environment

* Measure and track performance
* Spot problems early

« Example: 800 point SynapSense system
— Temperature, humidity, under-floor pressure, current

LBNL Wireless Monitoring System

femp.energy.gov



Visualization getting much better ENERGY | roenaois vy

Temp-Top(°F) Temp-Middle(°F)
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. DEPARTMENT OF Energy Efficiency &

Real'time PUE Display ENERGY Renewable Energy
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Environmental conditions:

Energy Efficiency &

Safe Temperature Limits Renewable Energy

GPUs

~75C
(167F)

So why do we
need jackets In
data centers?

P O

CPU, GPU & Memory, represent ~75-90% of heat load ...

Slide courtesy of NREL

femp.energy.gov



ASHRAE Thermal Guidelines

U.S. DEPARTMENT OF Energy Efﬁciency &

The defacto standard in the indust

Provides common
understanding between IT
and facility staff.
\ Thermals
Developed with IT | \\ Guidelines fory
manufacturers 21 D\ata Processiﬁf

-— Eﬁ{ironments

N

Third Edition

ASHRAE Datacom Series

Provides wider
humidity
ranges

24

ENERGY Renewable Energy

Recommends temperature range
up to 80.6°F with “allowable”
much higher.

Six classes of equipment
identified with wider
allowable ranges to 45°C
(113°F).

Provides more justification
for operating above the
recommended limits

Allowable Temperatures

< >
% >

]
R Em——

I
59.0°F 64.4°F 80.6°F 90.0°F

femp.energy.gov



Air M
anagem
ent:
The Early Days
Eﬁr’AERWREEF Energy Efficien
Y Renewable En;}g/;

25
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Air Management

= Typically, more air
circulated than required

= Air mixing and short
circuiting leads to:

- Low supply temperature
- LowDelta T

= Use hot and cold aisles

= Improve isolation of hot
and cold aisles

Reduce fan energy
Improve air-conditioning
efficiency

Increase cooling
capacity

Energy Efficiency &
Renewable Energy

Underfloor Supply

Cold Aisle

Hot Aisle

Hot aisle / cold aisle
configuration decreases
mixing of intake & exhaust
air, promoting efficiency.

femp.energy.gov




Energy

Energy Efficiency &

Renewable

ENERGY
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Results: Tune Floor Tiles ENERGY | oy Efiency &

Renewable Energy

under-floor pressures

0.0e | Underfloor pressure changes during floor tile moves
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« Too many permeable floor tiles - —

* if airflow is optimized .
— under-floor pressure A\
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&

Historical hot spots during floor tile changes on 5-28-08
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Improve Air Management ENERGY | Eere) Effiency &

Renewable Energy

« Overhead plenum
converted to hot-
air return

* Return registers
placed over hot
aisle

* CRAC intakes
extended to
overhead

After

Before

femp.energy.gov



Adding Air Curtains for Hot/Cold Isolation gngRgy |Erer Eficiency &

Renewable Energy
& rﬂ(f‘w EWT T
& L ! | E (% - | ‘E .3 < »,&»'f:’

i
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.S. DEPARTMENT OF

Isolate Cold and Hot Aisles ENERGY | roerane toy

Return Air _Interstitial Ceiling Space Air Barrier

95-105°vs. 60- (Plastic Sheet) T
t _—Open Ceiling Tile
| | | | | |
. Air Barrier
l Hot Hot
Aisle < > Aisle
Cold
CRAH Aisle

J::_..-'I,1 ! Ir'l'."'::' |
‘ ,ﬂ'-' | | ; : i -'
Supply Air Air Barrier ——,
Raised Floor (Melamine Board)

70-80°vs. 45-55°

31 femp.energy.gov




.S. DEPARTMENT OF Energy Efficiency &

Use Free Cooling ENERGY | roncwanis Eneray

Cooling without Compressors
 \Water-side Economizers
e Qutside-Air Economizers

« Let's getrid of chillers in data centers

femp.energy.gov



Liquid Based Cooling ENERGY | renoncblc Enerdy

« Liquid is much more efficient than air
for heat transfer

« Efficiency improves the closer the

liquid comes to the heat source (e.qg.
CPU)

 Most efficient data centers often don’t
have raised floors!

femp.energy.gov



“Chill-Off 2” Evaluation of Liquid gl [

COOIin SOIutions ENERGY Renewable Energy

Data Center Cooling Device Relative Performance
1.55
1.45 M CRAC
w/ DX comp.
Z 135
-
"g CRAHEstimate Rack
é 1.25 — Cooler
u‘-’_l / In-Row
Ll 1.15 —— / Cooler
8 ’ Rear Door
i - a Heat Exchanger
1.05 {passive)
\A
¢ — / Direct Touch
v Cooling
0-95 T T T T T T 1
testiD# 1 2 3 4 5 6 7
chilled water temp. (°F) 45 45 50 55 60 60 60
server air inlet temp. {°F) 60 72 72 72 72 80 20
Test ID Number - Test Parameters

femp.energy.gov
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LBNL Example: Rear Door Cooling

35

Used instead of
adding CRAC units

Cooling with tower-
only or chiller assisted

— Both options
significantly more
efficient than existing

direct expansion (DX)
CRAC units.

U.S. DEPARTMENT OF

ENERGY

Energy Efficiency &
Renewable Energy

femp.energy.gov



Improve Humidity Control ENERGY | Erere Eficency &

Renewable Energy

« Eliminate inadvertent dehumidification
— Computer load is sensible only
« Use ASHRAE allowable RH and temperature
— Many manufacturers allow even wider humidity range
« Eliminate equipment fighting! ,o”', a,z,,»' 30 fo
— Coordinate controls -
— Turn off

". on

femp.energy.gov



The Cost of Unnecessary Humidification

U.S. DEPARTMENT OF

ENERGY

Energy Efficiency &
Renewable Energy

Visalia Probe CRAC Unit Panel
Temp RH Tdp Temp RH Tdp Mode
AC 005 84.0 27.5 47.0 76 32.0 44.1 [Cooling
AC 006 81.8 28.5 46.1 55 51.0 37.2 [Cooling & Dehumidification <:|
AC 007 72.8 38.5 46.1 70 47.0 48.9 [Cooling
AC 008 80.0 31.5 47.2 74 43.0 50.2 |Cooling & Humidification <:I
AC 010 77.5 32.8 46.1 68 45.0 45.9 [Cooling
AC 011 78.9 31.4 46.1 70 43.0 46.6 [Cooling & Humidification <:|
Min 72.8 27.5 46.1 55.0 32.0 37.2
Max 84.0 38.5 47.2 76.0 N s
Avg 79.2 31.7 46.4 68.8 o soat el
S 5 300
Humidity down 2% :
45 250
=% 225 o
.E a5 200 £
S 175 5
CRAC power down 28% —= o
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5 25
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Power Chain Conversions Waste Energy EgNERGY | Effciency &

Renewable Energy

Electricity Flows in Data Centers

HVAC system

local distribution lines

lights, office space, etc.

- o — §EE

computer

UPS PDU computer racks equipment

backup diesel
generators

UPS = Uninterruptible Power Supply
PDU = Power Distribution Unit;

38 femp.energy.gov




Improving the Power Chain ENERGY | By Effciency &

Renewable Energy

* Increase distribution voltage
— NERSC going to 480 volts to the racks
* Improve equipment power supplies
— Avoid redundancy unless needed
e Improve UPS

— LBNL uses minimal UPS s0% |
— Selected to minimize losses s, .

70% A

85%

65% A

% Efficiency

60% -

55% A

—e— Average of All Servers

50% -

45%

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100Y

% of Nameplate Power Output

K1¢) femp.energy.gov




Measured UPS Efficiency

—
s
>
0
c
@
O
E
T

UPS Efficiency

.S. DEPARTMENT OF

u.s

NERGY

Energy Efficiency &
Renewable Energy

40 60
Load Factor (%)

femp.energy.gov




Red un d an Cy Energy Efficiency &

Renewable Energy

« Understand what redundancy costs — is it worth it?

 Different strategies have different energy penalties (e.g.
2N vs. N+1)

* Redundancy in electrical distribution puts you down the
efficiency curve

* Does everything need the same level?
* Redundancy in the network rather than in the data center

« LBNL minimizes use of redundant power supplies and
size of UPS

41 femp.energy.gov




Improve M&O Processes Energy Eficiency &

Renewable Energy

« Get IT and Facilities people working together
« Use life-cycle total cost of ownership analysis
* Document design intent and provide training
« Benchmark and track existing facilities

« Eat your spinach (blanking panels, leaks, CRAC
maintenance)

 Re-commission regularly as part of maintenance

« Keep an eye on emerging technologies (e.g. rack-level
cooling, DC power) and work with vendors to improve
efficiency

42 femp.energy.gov




Results at LBNL’s Legacy Data Center Energy Efficiency &

Renewable Energy

 |ncreased IT load ~180kW

— >50% increase with virtually no increase in infrastructure energy use
* Raised room temperature 9°F
* AC unit turned off

— (1) 15 ton now used as backup

 Decreased PUE from 1.65to 1.45

— 30% reduction in infrastructure energy
 More to come!

43 femp.energy.gov




Energy Efficiency &

Bes't PraCtices Summary ENERGY Renewable Energy

1.
2.
3.
4.
5.
6.
/.
8.
9.

Measure and Benchmark Energy Use

ldentify IT Equipment and Software Opportunities
Use IT to Monitor and Control IT

Optimize Environmental Conditions

Manage Airflow

Evaluate Cooling Options

Reconsider Humidity Control

mprove Electrical Efficiency

mplement Energy Efficient O&M




Data Center Best Practices SEEEE

ergy

Most importantly:

Get IT and Facilities people
talking and working
together as a team!!!

* Ensure they know what each other is doing

« Consider impact of each on other, including energy
costs




Resources to Get Started

46

DOE Better Buildings

» Tool suite & metrics for baselining %

 Training
» Showcase Case studies
» Recognition of high energy savers

Better

Workshops

U.S. DEPARTMENT OF

Energy Efficiency &

ENERGY Renewable Energy

Federal Energy Management
Program

Federal case studies
Federal policy guidance
Information exchange & outreach
Qualified specialists

« Technical assistance

EPA
* Metrics

» Server, UPS, network equipment
performance rating & ENERGY
STAR label

« Data center benchmarking

IndUStry IEEEEETEEEEEI .:IEEE%E‘E)!%I’E;(?UNCIL i‘; the:groen-grig

» Tools yrmy Uptime

* Metrics (X a;f} % Institute’
~\/\«£ —{7* b | AFCOM, ] .

» Training '&:hange ~yall

» Best practice information
» Best-in-Class guidelines

+ IT work productivity standard e

femp.energy.gov




DOE’s Center of Expertise

U.S. DEPARTMENT OF

ENERGY

Energy Efficiency &
Renewable Energy

Navigation

Featured
Resources

 FEMP provides
technical
resources and
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U.S. Data Center Energy Usage Report - o B
Data Center Metering & Resource Guide - e
DC Pro Tools - 3 2
Master List of Efficlency Actions - - .
The Department of Energy-led Center of Better Buildings Data Data Center Energy
Expertise for Energy Efficiency in Data Centers  (enter Partners Practitioner (DCEP) Training
(CoE) demonstrates national leadership in There are over 34 The data center
decreasing the energy use of data centers. data center partners industry and DOE
Through the supply of technical support, reducing energy use partnered to develop
tools, best practices, analyses, and the through the Better the DCEP training
introduction of technologies, Cot assists Buildings Challenge program that certifies
federal agencies and other organizations or Data Center energy practitioners
implement data center energy efficiency Accelerator. Partners qualified to evaluate Featu red
projects. The Cok, located at the Lawrence increase data center the energy status and Activities

Serkeley Natiocnal Lab, partners with key
public and private stakeholders to further
efficiency efforts.

energy efficiency and
share the results.
DOE provides support
and recognition.

efficiency
opportunities in data
centers. Course
content was updated
June 2016.
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Tools covering areas such

_ as air management and Need assistance?
Information on best ”
tice technologies writing an energy
practice _ 9 assessment report Database of resources
dnd strategies (reports, guides, case
studies)
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 Professional
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Fechnology Case-Study Bulletin

Data Center Airflow Management Retrofit
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Data Center Rack
Cooling with Rear-door
Heat Exchanger

As data canter energy densities in
power-uss per square foot increass,
anargy savings for cooling can be
realized by ling

FEDERAL ENERGY MANAGEMENT PROGRAM

Fiure 1:Pass v P Docr Huat Eharger dvkss £ LENL

Server rucks can also be cooled with

Du:uu peratios, bt sever-cack airflow
the RO devics by the

overhend conlers, in-row cooless,

sevver fars. Heat is exchanged foms the

davioss inctoad of increasing aiflow
velums, This is especialy important in
@ data center with a typical under-floor
cocking systam. An sirflow-capacity
limit will everually be reached that

is constrained, in part, by undee-floor
dimensions and cbstruztions.

1 Introduction
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DOE Data Center Tool Suite ENERGY | rermrabi bromy

High-Level On-Line Profiling
Overall efficiency (Power Usage Effectiveness [PUE])
End-use breakout

Potential areas for energy efficiency improvement
Overall energy use reduction potential

In-Depth Assessment Tools — Savings

Air Management | Electrical Systems BILE=e[8]]e]aal=1al: Cooling

* Hot/cold - UPS - Servers « Air handlers/
separation . PDU . Storage & conditioners

* Environmental | . Transformers networking « Chillers,

cl;oglditiijnsRTl « Lighting » Software Ipzumps, f?ns
an . Standby gen. ree cooling

Coming
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Data Center Profiler (DC Pro) Tools
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DC Pro Tools estimate PUE
without sub-metering

DC Pro V4

DC Pro estimates current and potential PUE
and energy use distribution. DC Pro also
provides tailored recommended actions to

start improvement process.

PUE Estimator, simplified DC Pro

PUE Estimator only asks questions that

affect PUE and does NOT provide potential

PUE or recommended actions.

U.S. DEPARTMENT OF

ENERGY

Energy Efficiency &
Renewable Energy

PUE Estimator

cnaldngona@unllglwyw more information about the selected row.

You can choose your climate zone manually by checking this box:

(Required for data centers located outside the United States)

-samogor:  nans [

* County: | Autauga E

Climate Zone: 3A

* What is a typical (average) air temperatui
“emving o coaing ool (supplyys |_~~Stect One-- |

" What s o il (evoage) s emesi s ono- [
entering the cooling coils (return)? |~ Select One-

’Doymhmaeﬂve.woddngmmdlﬂenﬂm? “Yes No

'Doyouhuveactivo,woﬂdngddmmldiﬂuﬂo; “Yes No

* Does the CRAC/CRAH/AHU have a free “Yes No
cooling coil (water side economizer)? e

* Is there air-side free cooling? ~ Yes No

* Cooling System Type? | Solect Ono-—_

* Is there an Uninterruptible Power Supply

(UPS)? Yes No

Calculate PUE Print Estimate

Determined by entries above.
)
(2)
o)
)
Power Usage Effectiveness (PUE)
1.8

Energy Use Distribution

@8 IT Equipment Lights
8 Power Chain [ Fans
@ Cooling

femp.energy.gov
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Al Actividies Data Center Energy Practitioner (DCEP) Training

DCEP Training
Program Description

Better Buildings Data . . . . L -
Data centers are energy-intensive and opportunities exist to reduce energy use, but significant knowledge, training, and

Center Partners skills are required to perform accurate data center energy assessments. In order to accelerate energy savings, the data
center industry and DOE partnered to develop the Data Center Energy Practitioner (DCEP) Program. The DCEP training
Measure and Manage program certifies energy practitioners qualified to evaluate the energy status and efficiency opportunities in data centers.
The entire DCEP course curriculum was updated in 2016 in collaboration with the industry to reinforce proven best
High Performance practices as well as introduce new tools and techniques in key areas such as IT equipment, air management, cooling
Computing systems, and electrical systems.
DCEPs will:
India
* Be qualified to identify and evaluate energy efficiency opportunities in data centers;
China » Demonstrate proficiency in the use of the Data Center Profiler (DC Pro) and select Assessment Tools
* Address energy opportunities in electrical systems, air management, HVAC, and IT equipment;
* Meet academic/work experience requirements (pre-qualifications);
Tools * Receive training on conducting data center assessments;
* Be required to pass one or two exams.

Property management companies, engineering consulting firms, service companies, data center operators, state energy
agencies, and utilities will benefit from the expertise provided by DCEPs. Executive Order 13693 "Planning for Federal
Sustainability in the Next Decade" states that all core (Federal) data centers shall have at least one certified DCEP
assigned to manage data center performance and continued optimization. This Order will increase the demand for DCEPs
and not just in the Federal sector.

Training Calendar and Pricing

The DCEP Program is delivered by two Professional Training Organizations (PTOs): DC-Professional and CNet Training.
The Program is also delivered by the DCEP Program Administrator: ANCIS Incorporated. All currently scheduled training
events are listed below. If you are interested in participating in one of these events, please contact the individual or
organization listed in the last column.

datacenters.|bl.gov/dcep
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Data Center Energy Practitioner

Energy Efficiency &

( D C E P) P rog ram Renewable Energy

U.S. DOE certificate process for energy practitioners qualified
to assess energy consumption and energy efficiency
opportunities in Data Centers.

Key objective:
* Raise the standard of energy assessors
» Greater repeatability/credibility of recommendations

Target groups include:
« Data Center personnel (in-house experts)
» Consulting professionals (for-fee consultants)

Delivery:
2 Levels (Generalist and Specialist)
* Delivered by CNET and Data Center Dynamics

datacenters.lbl.gov/dcep
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Data Centers:

Part of the Better Buildings

54

Better Buildings Challenge

Partners commit to increasing the energy
efficiency of their entire data center and building
portfolio by at least 20% within 10 years and
share their implementation model, annual
progress, at least one showcase project and
results.

Better Buildings Data Center
Accelerator

Partners commit to improve the energy
efficiency of one or more data centers by at
least 25% within 5 years, track and share
progress, and showcase a project

Y
N
\

U.S. DEPARTMENT OF

Energy Efficiency &

ENERGY Renewable Energy
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Becoming a Data Center Partner ENERGY | ronarablo tnorsy
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Why Sign Up?

Leverage Dept. of Energy
resources

Network with your peers that
have found solutions to similar
challenges

Gain Recognition for Leadership
Activities
Increase system reliability

Reduce IT and infrastructure
requirements

Typical 20% to 40% reductions in
energy cost with short paybacks

How to Sign Up:
="  Email
datacenterpartners@ee.doe.gov

=  Commit to continuous
improvement in energy efficiency
of your data centers

femp.energy.gov
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Speaker Contact Information ENERGY |Eror Eficlercy &

Dale Sartor, P.E.
Lawrence Berkeley National Laboratory
MS 90-3111

University of California
Berkeley, CA 94720

DASartor@LBL.gov

(510) 486-5988
http://datacenters.lbl.gov/

Y/ femp.energy.gov




