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Abstract—With increasing high performance computing 
(HPC) energy consumption and the rising cost of energy, it has 
become important to be able to monitor and manage energy and 
power consumption. Dashboards will monitor and display energy 
and power consumption of various physical data center 
components in or near real time as well as trend data. The 
dashboard will display monitored, measured, and calculated 
parameters.  A survey of the major United States Department of 
Energy (DOE) National Laboratory HPC data centers was 
completed in early 2012. Only a few DOE labs reported having 
energy performance dashboards and those were described as 
partial, piecemeal and under construction.  As a result of the 
2012 survey, the Energy Efficient HPC Working Group 
published recommendations for energy and power elements of an 
HPC data center dashboard.  Another survey was recently 
completed as part of a ‘Birds of Feather’ Session at SC15.  This 
survey tested the relevance of the recommendations.  This paper 
provides an update on recommendations to help select or tailor 
the energy and power elements or parameters of an HPC data 
center dashboard.   
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I. INTRODUCTION AND MOTIVATION 
The objective of this paper is to provide an update on 

general recommendations to help select or tailor the energy 
elements or parameters of an HPC data center infrastructure 
dashboard [1]. This is a very timely topic, since energy 
efficiency has become of paramount importance to the HPC 
community as the race towards exascale computing 
accelerates. The most powerful supercomputers today (of 
petaflop scale) have power consumption in the order of 
megawatts (MW). TITAN, the fastest supercomputer in the 
United States located at Oak Ridge National Laboratory (27 
petaflop), consumes 9 MW of power. The goal of the exascale 
initiative is to reach a thousand time increase in performance (1 
exaflop or 1000 petaflop) with an energy budget of 20 MW. In 
addition to the technological advances needed to build such an 
energy efficient supercomputer, the data center facilities also 
need to make available energy efficient infrastructures to house 
and operate these machines. As such, it is necessary for the 
HPC community to reach consensus on easy to measure 
metrics and energy efficiency elements. It is also necessary to 

select the most pertinent elements for data center dashboards 
for situational awareness of the various stakeholders in a 
datacenter.  

A dashboard is a display that is used to provide critical 
feedback to the users. Dashboards can also be configured to 
run historical reports that can be used to identify trends in a 
facility or to benchmark against other facilities. It is also very 
useful to show the facility users the impact of certain decisions 
on energy usage. For example, if an HPC workload is 
determined to be power hungry then it can be scheduled to run 
during off peak hours to reduce operating cost. 
 

Carefully selecting the elements to be displayed on the 
energy dashboard is important, as energy management is a 
shared responsibility of all stakeholders: operations managers, 
facilities managers, and system administrators. The selection 
of these elements will also guide the development of 
appropriated monitoring and profiling tools, as we cannot 
display something that we cannot measure. This is why the 
recommendations made in this paper are important. 

II. BACKROUND AND PRIOR WORK 
Dashboards have been used by data centers to quickly 

grasp the current operating state of the data center 
components. In the past the information displayed in these 
dashboards has been mostly computer performance oriented. 
Given the rising importance of energy efficiency, data centers 
have started to include energy related information into 
dashboards. For example, eBay’s Digital Service Efficiency 
dashboard (http://tech.ebay.com/dashboard) [2] contains both 
business performance indicators and infrastructure metrics 
such as total power and power usage effectiveness (PUE). Yet 
what energy related information must be displayed in a 
dashboard for effective energy management remains unclear 
for the HPC community in general. The lack of consensus 
slows down the rate of improvement in data center energy 
efficiency. 

 
Observing the issue, the Energy Efficient HPC Working 

Group (EE HPC WG) [3] formed a team to draft a guideline of 
general recommendations for selecting energy efficiency 
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IV. CONCLUSION  
The design of an energy performance dashboard is a 

combination of two tasks. One task is what elements to 
present (purpose driven), and the other task is how to present 
the selected elements. Different stakeholders have different 
requirements for both tasks. This paper provided an update for 
the most important dashboard elements for three HPC data 
center stakeholders: the Operations Manager, the Facility 
Manager, and the HPC System Administrator. The updated 
and new recommendations based on both surveys will help to 
define IT system and data center measurement capabilities and 
can provide guidelines for needed analytic capabilities based 
on identified Key Performance Indicators. 
 
This study provides the following insights:  

� Dashboard elements are different for each 
stakeholder and their importance might change over 
time. 

� Some elements (like Energy cost per workload unit 
of measure) are more difficult to measure. 

� Some elements (like Total Cost of Ownership) are 
more difficult to measure in ‘real-time.’ 

� Some elements (like IT utilization) might be 
individual to each system 
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