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Key 
Findings

As more Information 
Technology (IT) managers 
move or consider moving 
some of their IT applications 
to the cloud, understanding 
the environmental impacts 
of that choice is becoming 
increasingly important. 

While cloud computing 
providers are touting the 
environmental benefi ts 
of their platforms, is 
cloud computing always 
greener than on-premise 
computing? Are there 
scenarios when on-premise 
computing may have a 
lower environmental impact 
than cloud computing? 

centers using power from high-carbon 
sources such as coal, or from lower-
carbon sources such as renewable 
energy, will have a very different carbon 
footprint (varying by a factor of nearly 
four depending on which region in the 
U.S. they are located in).

 The third most critical variable is 
the effi ciency of the server room 
infrastructure, including cooling and 
power distribution, as measured by the 
PUE metric. While PUE remains a key 
opportunity for effi ciency improvements 
in server rooms, the potential emissions 
savings from improving PUE may be 
less than what can be achieved from 
increasing server utilization or using 
cleaner electricity.

 Upgrading server equipment to newer 
models is another way to reduce 
overall energy consumption, given 
that computing effi ciency reportedly 
is doubling every 1.5 years.1 Replacing 
or “refreshing” outdated equipment 
saves energy by taking advantage of 
higher effi ciency and lower idle power 
consumption in the newest equipment. 
However, the promise of more effi cient 
hardware is not fully realized if server 
utilization levels are not increased as well. 
For example, an application using just 
5% of an older server may run at 1% 
utilization on a newer one, not fully using 
the increased performance capabilities of 
the new hardware.

 A private cloud, which consolidates 
servers and applications accessed across 
a company’s intranet, offers similar 
benefi ts and limitations to a public cloud. 
The main difference is potentially lower 
server utilization levels due to smaller 
economies of scale and diversity of users.

  Off-premise “colocation” is also a popular 
alternative to an on-premise server 
room, and can provide more effi cient 
cooling and power distribution. However, 
if the servers are run at low utilization 
levels and/or powered by dirty electricity, 
colocation is only marginally better than 
an on-premise, non-virtualized server 
room when it comes to carbon emissions.

 All four of the applications investigated 
present similar results, indicating that 
application type matters less than the 
three key variables identifi ed.
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NRDC and WSP Environment & Energy, 
LLC (WSP) launched this study to uncover 
the key factors that determine how 
on-premise and cloud computing compare 
from a carbon emissions and an energy 
effi ciency perspective. The study compares 
the estimated effi ciency of four commonly 
used small-to-medium-sized organizations 
(SMO) software applications against fi ve 
computing deployment scenarios. 

The key variables in the analysis include 
the following:
  Power Usage Effectiveness (PUE) of the 

server room or data center which hosts 
the servers running the applications;

 Hardware utilization factor, i.e., how much 
of the server’s maximum processing 
capacity is effectively utilized; and

 The carbon emission factor (kg CO2e 
per kWh) of the electricity used to 
power the server room or data center.

The results confi rm claims that running 
a business application in the cloud is 
generally more energy and carbon effi cient 
than running it on-premise because cloud 
computing offers greater diversity and can 
serve more customers at the same time, 
achieving better economies of scale than 
small and medium organizations.

However, this study demonstrates that this 
is not always the case and exceptions exist. 
Many factors contribute to the energy- and 
carbon-effi ciency of both on-premise server 
rooms and cloud services. The most effi cient 
server rooms can have signifi cantly lower 
environmental impacts than the least effi cient 
cloud services. Therefore, it is essential for 
IT managers to consider all the key variables 
when making application delivery choices 
based on environmental criteria. 

Additional key fi ndings include:
 The single largest factor to increase 

the effi ciency of typical server rooms 
is higher server utilization, for example 
through virtualization. Sharing servers 
across applications, and across customers 
in the case of cloud computing, can 
greatly increase average server utilization.

 The second most important variable 
is the carbon emissions factor of the 
electricity powering the servers. Two 
identically sized and designed data 



Background

The cloud computing 
model is growing rapidly, 
both in the types of 
applications available 
and the range of users 
interested in leveraging 
its fl exibility.  

Accordingly, data center electricity 
consumption continues to grow and 
now represents roughly 2% of total 
electricity consumption in the US.2 Recently 
a number of large cloud computing 
providers such as Google®, Microsoft®, 
and Salesforce.com have demonstrated 
the clear energy effi ciency benefi ts of their 
services, but the question of whether a 
typical cloud platform is signifi cantly more 
energy- and carbon-effi cient than an 
equivalent on-premise deployment remains 
open. More specifi cally, what key factors 
make cloud computing potentially more 
or less energy- and carbon-effi cient than 
on-premise computing?

Using a range of publicly available and 
best practice sources, NRDC and WSP 
completed a study to uncover the key 
factors that determine how on-premise 
and cloud computing compare from a 
carbon emissions perspective. The analysis 
focuses on the SMO: while much media 
attention has been dedicated to the giant 
internet companies and their effi cient 
server farms, half of the servers in the 
United States still reside in smaller server 
rooms and closets which are typically 
managed less effi ciently than large data 
centers.3 Furthermore, the scale of large 
cloud computing service providers already 
gives them a strong incentive to optimize 
energy management as energy represents 
a signifi cant component of their operating 
expense – this is not necessarily the case 
with smaller cloud providers or a SMO’s 
on-premise solution. By investigating the 
drivers that affect the carbon effi ciency of a 
computing scenario, NRDC and WSP aim to 
enable IT managers to more easily compare 
the overall carbon emissions performance 
of some common deployment scenarios 
and be better equipped to integrate 
aspects of sustainability into their computing 
deployment and procurement decision-
making processes. 

Definitions
In order to structure the analysis, it is 
important to defi ne the different computing 
scenarios that are modeled as well as the 
application types.

Deployment Types
On-Premise Not Virtualized (OPNV): 

The SMO hosts their own servers for their 
business applications on-site in an IT closet 
or server room. The business owns these 
servers and the software applications. The 
servers are often underutilized because they 
are provisioned to manage the highest levels 
of processing and for the purposes of the 
study; one server is allocated to run a single 
application and the servers only serve the 
SMO. The servers tend to be older and less 
effi cient, and to be housed in facilities with 
sub-optimal air fl ow and cooling. 

Colocation/ Outsourcing: In some cases 
the SMO may choose to outsource their 
servers to a colocation data center, where 
although the infrastructure might belong 
to a third party, the fundamentals of 
how the computing works to serve the 
customer are the same as OPNV. In this 
study, the scope of the colocation scenario 
is limited to “unmanaged” colocation 
where the customer retains ownership of 
the equipment and responsibility for its 
administration. It does not include “managed” 
colocation which can be seen as a case of 
private cloud deployment. 

On-Premise with Virtualization (OPV): This 
scenario assumes the same infrastructure 
effi ciency as OPNV, except that the SMO 
has employed virtualization to reduce 
the number of physical servers and the 
corresponding server power consumption.

Cloud Computing
Cloud computing enables the SMO access 
to computing and data storage capabilities 
without requiring they invest in their own 
infrastructure or train new personnel. It 
delivers computing services through any 
virtual server which is available to support 
a workload, rather than being limited to 
dedicated servers for each workload. The 
energy effi ciency associated with cloud 
computing  is usually attributed to the fact 
that the servers can potentially be more 
effi ciently managed by a third party than 
they are on-premise and achieve an overall 
higher utilization than on-premise computing 
by virtue of the shared workloads. From a 
carbon accounting perspective, the customer 
must only consider their fraction of server 
usage in the cloud, while if they own and 
operate their own hardware they must take 
into account the entire carbon emissions 
associated with that server.
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Background

Private Cloud vs. Public Cloud
The physical setup of “the cloud” may 
encompass a broad range of scenarios; the 
servers might be in a data center that serves 
multiple customers who share the same 
hardware, or the servers could be hosted 
on-site behind an organization’s fi rewall and 
work together to support multiple business 
units in the same organization. In this study 
the difference between private cloud and 
public cloud is defi ned as whether or not 
the cloud infrastructure serves multiple 
organizations or a single organization, not 
where the servers are physically located. 

Private Cloud:  The term “private cloud” 
describes a cloud environment which 
serves a single organization. In some cases 
an SMO may consolidate their servers and 
applications into an organization-wide system 
which is maintained behind a fi rewall and 
can be accessed across an intranet. These 
servers may have a diversity of applications 
on them and serve multiple business 
units, but still only serve one organization.  
An SMO may also purchase their own 
portion of a public cloud; providers such as 
Amazon® or Rackspace® can provision a 
private, isolated section of a cloud platform 
to launch resources in a virtual network 
which supports a single customer.

Public Cloud: In this case the SMO 
purchases a desired service from a cloud 
provider, which can be accessed from 
anywhere via the internet. The cloud 
provider may deliver their services through 
their own data centers, or through 
outsourced servers in colocation facilities 
or other public cloud facility. The hardware 
usage is shared by multiple customers and 
the individual customer only has to pay for 
the capacity they need.4

Examples of public cloud computing services 
may include:
 Google® Apps or other offi ce 

applications for their business;
  Customer Relationship Management 

(CRM) web-based service such as 
Saleforce.com to manage its contacts 
and sales leads;

  Cloud-based business administration 
applications such as accounting, 
expense management, employee travel 
management, and meeting scheduling 
(e.g., Doodle); and

  Specialized business applications 
delivered as cloud services to a small 
number of customers, for example a 
membership management application 
for a large non-profi t organization.

Application Types
There are many factors which infl uence 
an IT manager’s decision in how to deploy 
an application, including but not limited 
to, latency tolerance, scalability, growth of 
the organization, security, and access to 
hardware. While it is generally acknowledged 
that “transient” and “elastic” apps – those 
with frequent provisioning, cloning, and need 
for adjustment over time – may be more 
readily transferred to the cloud,5 NRDC and 
WSP selected the applications below based 
upon their ability to be easily deployed in 
either an on-premise or cloud environment, 
and their relevance for SMOs. 

 Offi ce Productivity Apps: Email is 
perhaps the most ubiquitous of business 
applications, accessed from desktops, 
laptops and mobile devices. It has a high 
data storage requirement because of 
fi le attachments and a high user access 
requirement, but given the variability across 
user groups, is most often licensed and 
managed on a per user basis.

 Content Management & Database Apps: 
CRM software and Content Management 
Software (CMS) are widely used application 
types that rely upon back-end databases 
to store and retrieve information. Similarly, 
website hosting and website development 

services use database layers to store 
content, and in the case of blogging 
services like WordPress, posts (articles), 
web pages, and visitors’ comments. Each 
time the database is accessed or a button 
in a website is clicked, a “transaction” of 
information is processed; augmenting data 
to existing fi elds or adding new ones. These 
types of applications usually have low data 
storage requirements because large fi les 
are not typically uploaded or associated 
with a particular database, but have a high 
user access profi le similar to email.

 Business Administration Apps: This type 
of application is used to manage 
information to support the backbone of 
an organization, no matter the industry. 
Human resources software, accounting 
software, and fi nancial management 
software are common examples. These 
applications are categorized and assessed 
for performance based upon the number 
of transactions that are processed by the 
application. 

 Utility Apps: File storage and fi le sharing 
software may be as critical as email, 
but these types of applications are not 
necessarily accessed as frequently. File 
storage and sharing software typically 
have a much higher storage requirement 
depending on the nature of the fi les (for 
instance, an engineering fi rm might store 
large Autocad® or Revit® fi les, while a 
publishing organization would have less 
intensive word processing documents) 
and are, therefore, deployed based upon 
the fi le storage and sharing requirements.  
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Table 1 – 
Characteristics of the Application 
Types Selected for the Study

Application Type Metric Characteristics

Office Productivity (Email) kg CO2e per user Typically high data storage 
requirements and high user access

Content Management & 
Database (CRM & Web)

kg CO2e per transaction Typically low data storage 
requirements and high user access

Business Administration 
(Finance & Accounting)

kg CO2e per user Typically high data storage 
requirements and high user access

Utility (File Storage & Sharing) kg CO2e per Gigabyte stored Typically high data storage 
requirements and low user access



Methodology 
and Model

NRDC and WSP 
developed a model that 
considers four application 
types relevant to the 
SMO against fi ve potential 
deployment scenarios:

 an on-premise server room, 
not using virtualization;

 servers hosted externally 
in a colocation deployment, 
not using virtualization;

 an on-premise server room, 
using virtualization; 

  a private cloud; and 
 a public cloud. 

Leveraging previous studies, a quantitative 
analysis of the energy efficiency and carbon 
emissions impact by deployment and 
application type was developed to assess 
the potential impact of businesses shifting 
their computing requirements to a 
cloud service. 

Throughout the modeling and analysis 
process, NRDC and WSP used publicly 
available data gathered through primary 
and secondary research and engaged 
with industry experts to validate key 
data inputs, assumptions, and directional 
findings. The methodology used to develop 
this independent model is aligned to the 
assessment methodology developed by 
the Global e-Sustainability Initiative (GeSI)6 
and follows the process being developed 
by the Greenhouse Gas (GHG) Protocol’s 
forthcoming standard for the Information 

Communications & Technology 
(ICT) Sector Guidance for Cloud 
Computing and Data Center Services. 

The analysis represents directional 
performance trends and ranges that 
organizations can expect to realize based 
upon their given environment and potential 
constraints. The results also specify key 
performance indicators per application 
type, which are being recommended as 
the suggested metrics to manage by the 
GHG Protocol. 

Key Input Parameters and Variables
The model uses the following key inputs 
and variables (Table 2) to assess 
performance under a variety of deployment 
scenarios (Table 3) for a given application 
type. Data sources for these inputs, 
definitions, and model assumptions are 
presented in the appendix.
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Table 2 – 
Key Input Parameters and Variables 
for the Five Deployment Scenarios

PUE (IT/ Total DC) Server Utilization Rate 
(CPU)

Server Refresh Period 
(yrs)

Virtualization Ratio Grid Emission Factor 
(kg CO2e/ kWh)

On-Premise Not Virtualized

Worst Case 3.0 5% 5 n/a 0.819

Average 2.0 10% 3 n/a 0.554

Best Practice 1.5 25% 2 n/a 0.268

Colocation Not Virtualized

Worst Case 2.5 5% 5 n/a 0.819

Average 1.8 10% 3 n/a 0.554

Best Practice 1.3 25% 2 n/a 0.268

On-Premise with Virtualization

Worst Case 3.0 6% 5 3 | 1 0.819

Average 2.0 30% 3 5 | 1 0.554

Best Practice 1.5 60% 2 10 | 1 0.268

Private Cloud

Worst Case 2.5 7% 5 3 | 1 0.819

Average 1.8 30% 3 5 | 1 0.554

Best Practice 1.3 60% 2 10 | 1 0.268

Public Cloud

Worst Case 2.0 7% 3 5 | 1 0.819

Average 1.5 40% 2 8 | 1 0.554

Best Practice 1.1 70% 1 12 | 1 0.268
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Table 3 – 
Description of Typical Scenarios Corresponding 
to the Key Input and Variables in Table 2

Power Usage Effectiveness (PUE): 
PUE has become the preferred energy 
efficiency metric used by the industry 
to measure data center infrastructure 
efficiency relative to the electrical load of 
its IT equipment. It is commonly used as 
an overall indicator of performance for 
energy consumption. As companies strive 
to reduce their PUE to the theoretical limit 
of 1.0, it forces a focus on the efficiency of 
the data center infrastructure.

Server Utilization Rate: As the engines of 
the data center, servers operate in either 
an idle or an active mode, but even in the 
idle mode they are consuming a meaningful 
amount of electricity. As average server 
utilization rates hover in the 5-15% range,7 
there is a substantial amount of wasted 
energy in traditional operation. The 
underutilization of IT assets also takes an 
additional toll because IT manufacturing 
is a resource-intensive process that uses 
scarce materials which are damaging to the 
environment when extracted or processed. 

Server Refresh Rate: Recent research by 
Jonathan Koomey suggests that computing 
efficiency is doubling every 1.5 years, so 

the rate at which equipment is replaced 
can have an impact on overall energy 
consumption.8 Most SMOs and even many 
data center operators are using outdated 
equipment which, if replaced with newer 
equipment, could result in reduced energy 
consumption. Although increasing the refresh 
rate contributes to the total carbon footprint 
of the data center due to the imbedded 
carbon emissions impact associated with the 
hardware, the emissions associated with the 
use phase of the server typically far outweigh 
the imbedded footprint for servers,9 and 
the reduction in use phase emissions and 
the increase in imbedded emissions can be 
expected to be in a similar proportion.

Virtualization: Virtualization and other 
related techniques can address the 
inefficiencies of low server utilization by 
allowing multiple applications to share 
a single server, thereby reducing the 
number of physical servers required to 
run workloads. Fewer servers, even when 
running at higher utilization levels, consume 
less electricity, which also reduces the 
need for cooling. Virtualization, if deployed 
effectively, is one of the key drivers of 
efficiency within data centers.

Emission factor of server room/data center 
electricity source: While the other variables 
identified focus on the energy efficiency of a 
data center, the carbon emissions factor of 
the purchased electricity required to run a 
data center is one of the ultimate drivers of 
total carbon impact, and is dictated by the 
location of the data center and/or 
the electricity procurement decisions in 
markets where customers can choose 
between multiple providers. A carbon 
emission factor of purchased electricity is 
required to calculate the carbon footprint 
of a particular data center. Two identically 
sized and designed data centers using 
electricity produced by different generation 
means, such as renewables, hydropower, 
natural gas or coal, will have a potentially 
very different carbon footprint (factors can 
vary by a factor of nearly four depending 
on the region in the US). 

While an on-premise deployment does 
not typically have the flexibility to move 
to a lower carbon intensive region, an IT 
manager deciding between two cloud 
service providers can use this variable as a 
criterion for selection, as can cloud service 
providers in selecting the location of their 
individual data centers. 

On-Premise Not Virtualized Colocation/Outsourcing On-Premise Virtualized Private Cloud Public Cloud

Worst Case Best Case Worst Case Best Case Worst Case Best Case Worst Case Best Case Worst Case Best Case 

Design Individual servers running single 
applications hosted on-site.

Individual servers running 
single applications hosted in 
an off-site data center (same 
computing configuration as 
OPNV).

Virtualization has been 
employed to decrease the 
number of physical servers 
required to run an application.

Cloud service 
is provided 
to a single 
customer 
but hosted in 
inefficiently 
managed data 
centers, or a 
low-utilized 
on-site model.

Cloud service 
is provided 
to a single 
customer 
and hosted 
in efficiently 
managed data 
centers, or 
well-managed 
on-site 
infrastructure.

A large-scale cloud 
service providing computing 
services to high numbers of 
customers; servers housed 
in large, efficiently-managed 
data centers.

The servers 
are not 
cooled 
effectively; 
there may be 
cooling which 
is oversized 
for the load, 
with poor air 
flow, constant 
speed fans, 
and a cooling 
set-point set 
too low.

The servers 
are cooled 
effectively 
without 
wasting 
energy.

The servers 
are not 
cooled 
effectively; 
there may be 
cooling which 
is oversized 
for the load, 
with poor air 
flow, constant 
speed fans, 
and a cooling 
set-point set 
too low.

The servers 
are cooled 
effectively 
without 
wasting 
energy. The 
PUE may be 
better than 
the best case 
OPNV.

Some servers 
have been 
eliminated 
and the 
remaining 
servers 
have higher 
utilization. 
However, 
the degree of 
virtualization 
is less than 
the best case 
scenario.

Some servers 
have been 
eliminated 
and the 
remaining 
servers 
have higher 
utilization 
than the 
OPNV or 
Colocation 
example.

The servers 
are not 
cooled 
effectively; 
there may be 
cooling which 
is oversized 
for the load, 
with poor air 
flow, constant 
speed fans, 
and a cooling 
set-point set 
too low.

Servers 
are cooled 
effectively 
in the cloud 
provider’s 
data center.

The servers 
are not 
cooled 
effectively; 
there may be 
cooling which 
is oversized 
for the load, 
with poor air 
flow, constant 
speed fans, 
and a cooling 
set-point set 
too low.

Servers 
are cooled 
effectively 
in the cloud 
provider’s 
data center.

Utilization Low Low Low Low Low High Low High Low High

Hardware Outdated Efficient Outdated Efficient Outdated Efficient Outdated Efficient; 
custom 
built, or top 
of the line 
commodity

Outdated Efficient; 
custom 
built, or top 
of the line 
commodity

PUE 
(Cooling 
and Power 
Distribution
Equipment)



Analysis 
and Findings

A Range of Performance

The findings of the study indicate the impacts of 
the previously described variables on computing 
performance. NRDC and WSP’s model focused 
on those variables which contribute to the 
largest impact and include:

 Effective PUE of the server room or data 
centers which are hosting the servers;

 Effective utilization of the servers which 
are running a given application and 
corresponding number of physical 
servers; and

 Carbon emission factor of purchased 
electricity based on the location of the 
server room or data centers. 

Using publicly available data for the key inputs 
of worst case, average, and best practice, Figure 
1 highlights the range of performance realized 
in a given deployment scenario, and the relative 
impacts of changing variables.
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The OPNV scenario is on average responsible 
for the most carbon emissions per user, closely 
followed by colocation which features improved 
PUE, but similar utilization and electricity source. 
The other three scenarios all use virtualization, 
resulting in significantly lower emissions than 
non-virtualized deployments. Public cloud is on 
average the most efficient type of deployment, 
although worst-case public clouds can be 
responsible for much higher carbon emissions 
per user than best case OPV and private cloud, 
depending on the degree of implementation of 
best-practices regarding utilization levels, PUE 
and clean electricity procurement.

The overlap across each deployment type 
indicates that at the margin, a deployment type 
that may be better on average is not necessarily 
so; for example, a well-managed on-premise 
server room with no virtualization may be 
equivalent to a poorly managed cloud service. 

Figure 2 focuses on the three most carbon 
efficient deployment types only and shows the 
average values from worst case to best case 
for all variables. This indicates that the average 
carbon efficiency gains realized by the public 
cloud are significant.

On-Premise
w/ Virtualization Private Cloud Public Cloud

Worst Case 15.9 12.7 11.1
Average 7.9 5.0 1.4
Best Practice 1.7 1.4 0.6
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Figure 1 – 
Comparison of Deployment Scenarios (Office Productivity Apps)

Figure 2 – 
Close-up on 3 Most Carbon Efficient 
Deployment Scenarios, using Utility Apps
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They Key Variables and 
Their Relative Impacts

A discussion around each variable can 
help IT managers better understand how 
and why the variables selected can impact 
performance so that they can prioritize their 
efforts at improving their organization’s IT 
carbon efficiency. Figure 3 shows the change 
in carbon emissions when starting from a 
worst case OPNV scenario and changing 
each key variable in isolation.

When comparing the carbon efficiency 
between a virtualized and a non-virtualized 
environment, the OPV scenario realizes 
improved performance as servers are 
consolidated and the remaining servers 
are more highly utilized. Since it does 
not take significantly more energy to 
run a fully-utilized server than a partially 
loaded one, the overall number of servers 
is diminished. 

Figure 3 – 
Relative Impact of Key Data Center Variables*

Therefore, if a SMO wants to lower its 
overall carbon footprint, the most efficient 
strategy may be to virtualize its servers and 
IT platform. Or as the results reinforce and 
other studies have shown,10 moving to either 
a private cloud or a public cloud - even if 
the average carbon emission factor of that 
cloud’s power source is high - would be 
more efficient than focusing only on reducing 
the PUE of the on-premise server room.  
Figure 3 illustrates this difference in efficiency 
between the three primary strategies. 

While a focus on utilization provides a 
quick reduction in emissions, those savings 
are diminished at high rates.
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PUE

PUE is a critical metric to consider in 
the actual delivery of computing services. 
According to the Uptime Institute, the 
average PUE across the United States 
data center pool is 1.8, slightly lower 
than the Environmental Protection 
Agency’s (EPA’s) initial survey showing 
1.91 in 2009.11 This means that although 
data centers are slowly becoming more 
effi ciently cooled and older facilities 
are taken offl ine, the stock of legacy 
data centers will continue to have an 
impact on national data center effi ciency, 
even as data centers built by Google®, 
Microsoft®, eBay®, and Facebook® are 
lauded for their impressive effi ciencies.12 

Small SMO server rooms are often 
managed ineffi ciently and suffer from 
classic economies of scale issues that 
cloud service providers are directly 
incentivized to manage. Large cloud 
providers can rationalize investments in 
effi ciency improvements because they 
can spread the costs over a larger server 
base and they usually own and operate 
the data centers – a huge overhead cost. 
Most SMOs are unable to achieve the 
low PUEs that cloud server providers 
are realizing in their best-in-class data 
centers. Regardless, the proportional 
contribution that PUE can have on the 
overall carbon emissions footprint is less 
than that of focusing on increasing server 
utilization through virtualization or the 
location of data centers. 

Server Utilization 
and Virtualization
It is estimated that, on average, servers 
running a single application may be 
about 5% to 15% utilized,13 meaning 
that for most of the time the majority 
of the server is drawing a substantial 
amount of power, but performing little 
or no useful computing. Even when the 
server is idle or underutilized it may 
consume between 60% and 90% of 
its full power draw.14 This ineffi ciency 
causes tremendous energy waste, and 
according to recent research from 
Microsoft®, for every 100 watts of 
power consumed in a typical data 
center, only three watts are used for 
useful computing. In other words, a 
typical data center consumes more 
than 30 times the energy that it uses to 
perform computations.15  Virtualization 
and other related techniques offer 
a solution to address the primary 
challenge of hardware under-utilization 
and, ultimately, the ineffi ciencies inherent 
in traditional on-premise computing. 
Because virtualization can result in a 10 
to 1 server consolidation ratio to run 
identical workloads,16 its implementation 
can realize signifi cant energy reductions. 
Virtualization effectively increases 
the energy effi ciency of the system 
because that energy is actually going to 
computing rather than powering 
idle or near-idle servers. 
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Public cloud providers can realize the 
potential of very high utilization rates 
because workloads may be transferred 
between servers and data centers as 
the hardware is accessed by multiple 
users at the same time, smoothing 
out load peaks and troughs. In this 
scenario, the number of servers 
required becomes less relevant 
as thousands of transactions are 
processed simultaneously using the 
same hardware.17 However, the true 
performance and utilization of the cloud 
must be determined on a case-by-case 
basis; despite the opportunity for this 
increased effi ciency, various studies have 
indicated that in actuality the utilization 
of cloud environments may be well less 
than perceived, with measured examples 
indicating utilization rates as low as 7% 
on average.18 Nonetheless, it’s clear 
that in better managed public cloud 
environments, the aspects of diversity 
and aggregation where thousands of 
unique users in different geographies 
help to spread the computing loads 
across a provider’s platform, allowing 
for increased utilization and lower 
electricity consumption. 
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Carbon Emission Factors 
of Electricity Source
Despite server consolidation and 
virtualization trends, the physical 
installed server base continues to 
expand19 and ultimately, no matter how 
effi cient a data center is, it still requires 
electricity to operate. That energy source 
is associated with a carbon emissions 
factor based upon the type of fuel 
used. Consequently, the power source 
of electricity can signifi cantly alter the 
overall carbon effi ciency of a data center. 
Corporate reporting practices dictated 
by the GHG Protocol require that an 
organization report carbon emissions 
associated with their operations by using 
EPA’s eGRID emission factors, which 
are calculated in sub-regions across the 
United States, rather than using emission 
factors from their specifi c local utility. This 
is in some cases a burden for companies 
that invest in renewable energy directly 
to power their data centers or have 
access to utilities that can offer a high 
percentage of renewables even though 
the regional average is higher. 

While an SMO is not likely to be able 
to move their location solely because 
of carbon emission factors, cloud 
providers are increasingly considering 
this variable amongst the other key 
factors such as the adequate availability 
of reliable and affordable electricity, 
telecommunications infrastructure and 
accessibility, tax incentives, climate, and 
proximity to end users. 

Even though it may be diffi cult to pin 
down a real emissions average for any 
cloud provider’s architecture unless 
they have published this data 
transparently and are actively engaged 
in tracking it, the model suggests that 
no matter how effi cient a cloud 
provider’s IT architecture or how 
effectively the hardware is utilized and 
cooled, the location of the data center 
and the composition of the fuel mix will 
make a signifi cant impact on the overall 
carbon emissions of a scenario. This is 
best illustrated by removing the carbon 
emissions factor as a variable in Figure 4, 
which considers only energy effi ciency 
performance of the four deployment 
scenarios. The results indicate that the 
public cloud, in either a worst or best 
case, signifi cantly outperforms the other 
deployments types.  

However, when the carbon emissions 
factor of purchased electricity is layered 
over these results, the range of impact 
and performance is considerably 
increased (as demonstrated in Figure 1). 

0

2000

4000

6000

8000

10000

12000

14000

On Premise
w/ No Virtualization

Colocation w/ No
Virtualization

On Premise
w/ Virtualization

Private Cloud Public Cloud

D
at

a 
C

en
te

r P
ow

er
 C

on
su

m
pt

io
n 

(k
W

h)
 p

er
 U

se
r p

er
 y

ea
r 

Figure 4 – 
Comparison of Deployment Scenarios for 
Energy Efficiency: Office Productivity Apps



Considerations 
for SMOs

P.12
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Figure 5 – 
Potential for Carbon Reduction 
(from Average On-Premise Not Virtualized)

Base case:
On-Premise Not Virtualized 

Variable Scenario

Increase On-Premise 
Refresh rate 

Average Case On-Premise Best Case On-Premise 

Improve  On-Premise PUE Average Case On-Premise Best Case On-Premise 

Move to Public Cloud – 
Worst Case 

Average Case On-Premise Worst Case Public Cloud 

Increase On-Premise Server 
Utilization (Virtualization) 

Average Case On-Premise Best Case On-Premise w/ Virtualization 

Move to Private Cloud Average Case On-Premise Average Case Private Cloud 

Move to the Public Cloud – 
Best Case Low Carbon

US Average Best Case Low Carbon (Public Cloud) 

If your server room is 
a typical OPNV, with 
average values for PUE, 
utilization and carbon-
intensity, Figure 5 compares 
the potential for savings 
of common alternatives. 
While increasing refresh rates and 
improving PUE do offer savings between 
10% and 30%, the percentage impact 
and order of magnitude that a focus 
on increasing server utilization and 
virtualization or a move to a private 
or public cloud deployment, is a 
considerable advantage for a typical 
on-premise deployment.

Finally, it’s worth comparing the carbon 
efficiency offered by the public cloud but 
with the variable of the carbon emission grid 
factor. In a worst case scenario, where public 
cloud data centers may be located in areas 
with high carbon emission factors, such as 
some Midwest US and Mid-Atlantic states, 
the cloud remains more carbon-efficient 
by a factor of 2 or a reduction in emissions 
of roughly 50%. But when a data center 
provider’s public cloud is located in areas of 
low carbon intensity, such as in the Pacific 
Northwest, the savings increase dramatically 
to nearly a 48 times improvement. 

Thus, while cloud computing can generally 
be shown to be a more energy and carbon 
efficient solution when compared to on-
premise computing, all of the key variables 
identified in this paper contribute widely 
to the overall carbon efficiency of a given 
computing scenario. Each variable must 
be considered when making application 
delivery choices and vendor selection with 
cloud providers if environmental and/
or sustainability criteria are important 
performance indicators.    
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Figure 6 models the four application types 
based on the “Average” inputs for the 
previously described variables. It is clear that 
while carbon emissions vary per application 
type, all applications behave similarly when 
compared across the deployment types; 
in other words, they all demonstrate 
performance gains by implementing 
virtualization, or by moving to a private or 
public cloud. As the physical limitations of 
hosting applications in a variety of ways 
disappear, the differences between the 
server requirements for different applications 
begin to look immaterial. 

Figure 6 – 
Carbon Emissions Ratio per Application 
Type & Deployment Scenario 
(using average values for other variables)
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Appendix and 
Assumptions

Model Overview

 The study quantifi ed four application 
types against fi ve deployment scenarios 
by dividing the total energy consumption 
and resulting carbon footprint against the 
number of active users, transactions, or 
gigabytes of delivered data (as relevant) 
for a given application.

 The model was independently developed 
based on ISO 14044 guidelines for 
Life Cycle Assessment, BSI PAS 2050 
Specifi cations for the Assessment of 
GHG Emissions of Goods and Services, 
and the WRI/WBCSD GHG Product 
& Supply Chain Protocol, including the 
forthcoming ICT Sector Supplement.

 The aggregated results in this report have 
been calculated based on a scope limited 
to the United States. Organizations 
operating in different regions will be 
subject to different carbon emission 
factors and specifi c data center utilization 
rates that could affect the fi ndings of a 
similar study.

 Secondary data inputs were derived 
from a variety of data sources referenced 
throughout the paper. 

 Time period considered: a one-year 
application use, licensing, or subscription 
agreement.

 GHG emissions (“carbon emissions”) 
included are stated as carbon dioxide 
equivalent (CO2e) emissions and take 
into account the six primary GHG gases 
including carbon dioxide (CO2), sulphur 
hexafl uoride (SF6), methane (CH4), 
nitrous oxide (N2O), hydrofl uorocarbons 
(HFCs), and perfl uorocarbons (PFCs).

 The study includes the use phase of the 
product by the customer. While use is 
assumed to be the same rate for cloud 
and on-premise, the effi ciency and energy 
consumption associated with the two 
scenarios are different. 

Materials

 Primary materials included in the 
study consisted of servers and related 
network equipment used to host an 
application. Embodied emissions from 
physical hardware were estimated 
based on the weight and composition 
of each component.

 Embodied emissions from physical 
infrastructure included servers, but not 
facilities and other equipment. 

 Emissions related to the material 
manufacture, assembly, and recovery of 
servers and networking equipment are 
based on a 3.5-year refresh rate for data 
center hardware and allocated according 
to a prescribed specifi c scenario refresh 
rate. Life Cycle Inventory of a server 
derived from three different published 
studies from IBM®, Dell®, and Apple®. 

Process Energy for IT Infrastructure

 Estimated power consumption of 
servers is based on industry-standard 
fi gures provided by Hewlett Packard® 
and Dell®, and verifi ed by experts 
using specifi c server confi guration sizing 
calculations. A mixture of different 
vendors’ systems was assessed, rather 
than any single server product. 

 The model includes essential power 
for critical IT environment and utilizes 
publicly available data center-specifi c 

PUE ratios covering worst to best 
practice PUE’s based upon EPA, Green 
Grid, Microsoft®, Salesforce.com, and 
Google® published reports and Jonathan 
Koomey research. 

 Appropriate carbon emissions factors 
were applied to the energy consumption 
of specifi c data center locations from 
the U.S.EPA’s eGRID2012 Version 1.0, 
May 2012.

 A storage consumption and network 
usage effi ciency ratio were also applied 
based upon primary data provided 
by salesforce.com, and referenced 
from secondary data from the EPA, 
Green Grid, and research by Jonathan 
Koomey, PhD.

 Research from the National Laboratory 
for Applied Network Research 
(NLANR) Project informed the path 
of data transfer (from a data center to 
a business customer).

Model Data Input Exclusions

 Energy consumed during software 
development. 

 Tertiary suppliers and process materials 
which are not signifi cant (i.e., do not 
constitute an input to 95% of the 
product or process). 

 Refrigerants (except where used in 
primary production of raw inputs).

 Embedded energy of capital equipment, 
transportation vehicles, buildings, and 
their energy use not directly related to 
servers and associated equipment.

 Maintenance of capital equipment. 

P.13



Appendix and 
Assumptions

P.14

Table 4 - 
Model Data Inputs for Server Utilization20

On-Premise Not Virtualized

Worst Case 5% The Power of Incentives on Data Center Efficiency. Corporate Eco-Forum. March 25, 2012. 

Average 10% The Business Value of Virtualization. Forrester Research. July 2009. Best Practices Guide for 
Energy-Efficient Data Center Design. National Renewable Energy Laboratory. February 2010. 

Best Practice 25% Cole, Arthur. Striking the Right Balance in Server Utilization.  IT Business Edge. November 16, 2009.

Colocation – Data inputs and assumptions for Colocation are the same as OPNV with an improved 
PUE based on scale and 3rd party financial incentives to better manage cooling loads 

On-Premise with Virtualization

Worst Case 6% Kaplan, Forrest, Kindler. Revolutionizing Data Center Energy Efficiency. McKinsey & CO.   July 2008. 

Average 30% Best Practices for Leading Edge Data Centers. Corporate Eco-Forum. May 22, 2012.

Best Practice 60% How VMware Virtualization Right-sizes IT Infrastructure to Reduce Power Consumption. VMware. 2008.

Private Cloud

Worst Case 7% Miller, Rich. "Kundra: Fed Data Centers 7 Percent Utilized". Data Center Knowledge. April 9th 2010. 

Average 30% Best Practices for Leading Edge Data Centers. Corporate Eco-Forum. May 22, 2012.

Best Practice 60% Koomey, Jonathan. 4 reasons why cloud computing is efficient. GigaOM. July 25, 2011.

Public Cloud

Worst Case 7% A Measurement Study of Server Utilization in Public Clouds. 2011 IEEE Ninth International 
Conference on Dependable, Autonomic and Secure Computing. Huan Liu, Accenture Technology Labs. 
978-0-7695-4612-4/11 © 2011 IEEE

Average 40% Best Practices for Leading Edge Data Centers. Corporate Eco-Forum. May 22, 2012.

Best Practice 70% Koomey, Jonathan. 4 reasons why cloud computing is efficient. GigaOM. July 25, 2011.
How VMware Virtualization Right-sizes IT Infrastructure to Reduce Power Consumption. VMware. 2008.



Key Input 
Parameter 
Definitions
Server Count: Number of servers required 
to support a platform or the specific business 
applications, inclusive of business continuity 
and disaster recovery (n+1). 

Users: The number of active users for 
the application. 

Device Utilization: Computational load that 
a device (server, network, or storage array) 
is handling relative to the specified peak load.

Virtualization: Technology which allows 
numerous “virtual machines” to run on one 
physical server. These virtual machines can 
run different operating systems and multiple 
applications on the same physical hardware, 
which effectively increases the utilization of 
that server. 

Power Consumption per Type of IT 
Hardware: Calculated energy consumed by 
a server at a given rate of device utilization 
and estimated power for networking and 
storage equipment.

Power Usage Effectiveness: The total 
facility power divided by the power used to 
run the IT equipment. The lower the PUE 
(with a minimum of 1.0 possible), the more 
efficiently the data center is run. However, 
because the PUE is relative to the IT power, 
it makes no indication of how efficiently the 
power is used for the IT equipment itself.

Multi-tenant/Multi-tenancy: Multi-tenancy 
defines IT architectures that let multiple 
customers (tenants) share the same 
applications and/or compute resources 
with security, reliability, and consistent 
performance. It is through multi-tenant 
architectures that cloud services achieve high 
cost efficiencies, increased energy efficiency 
for a given load of work, and can deliver low 
costs because the infrastructure and services 
are shared by many customers. 

Internet Transmission: Energy required 
for data transfer through access 
technologies and the internet backbone 
for cloud deployments. 

Embedded Carbon Emissions for IT 
Hardware: Life-cycle estimates of embedded 
carbon emissions on a per-server basis. 

Emissions Factor of Server Room/Data 
Center Electricity Source: The amount of 
carbon emitted to generate the electrical 
power consumed by the server room or 
data center (in kilograms of carbon emissions 
per kilowatt-hour). The figure dramatically 
varies between regions and is based primarily 
upon the mix of primary energy sources 
(coal, hydro, nuclear, wind, etc.).  
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