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Workshop Agenda

Workshop Logistics and Introduction

The need for energy efficiency in data centers

Overview of the CoE

Demonstration of DC Pro

Questions and Answers on DC Pro

DC Pro Workshop - audience participation (laptop recommended)

Final Q&A and Workshop Wrap-up
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To Receive IACET-Certified CEUs for a Workshop

To Receive IACET-Certified CEUs, Attendees Must:
* Sign in and out on the official course roster
e Attend the training in full. No exceptions

 Complete an assessment demonstrating knowledge of course learning objectives
within six weeks of the training. A minimum of 80% correct answers is required.

 Complete an evaluation of the training event within six weeks of the training

To Access the Workshop Assessment and Evaluation, Visit:

* https://www.wbdg.org/continuing-education/femp-courses/fempws08192019q
* If you do not have a WBDG account created, you will be required to create one.

For logistical questions related to the webinar or evaluation, email Elena Meehan at elena.meehan@ee.doe.gov.
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Instructor Introductions and
Workshop Logistics




Introductions

Dale Sartor, MBA
Berkeley Lab

Steve Greenberg, P.E.
Berkeley Lab

Ryan Livingston
BGS LLC

Rachel Shepherd
DOE-FEMP
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The Need for Energy Efficiency In
Data Centers




Why the Need for Data Center Energy Efficiency?

 Data Centers are energy intensive facilities

 Data Centers are 10 to 100+ times more energy intensive than an office,
and represent nearly 2% of all U.S. electricity consumption.

* No significant slowdown in sight
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Potential and Benefits of Energy Efficiency
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About the Center of Expertise for
Energy Efficiency in Data Centers




FEMP’s Center of Expertise (CoE)

Choose from upcoming live
webinars, pre-recorded trainings,

Filter CoE’s many and in-person Data Center Energy Search

resources

Learn more about
the purpose and

Use CoE’s Energy resources by type Practitioner (DCEP) trainings.

and topic.

:

Efficiency Toolkit

by topics of
interest.

mission of the r
CoE. :

CENTER or
EXPERTISE

Explore th
_p Ofet e. " : ror ENERGY EFFICIENCY v
diverse activities

that CoE is Follow us on Twitter
i @DataCenterCoE
engaged in. | X X X X J |
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= Center of Expertise
=’ @DataCenterCoE

. air management is critical for
S m a I I D ata Ce nte rs » i H data center #EnergyEfiiciency. CoE's Air

: Management Tools webinar will introduce
: free, easy-to-use tools to help you save
#energy and money in your

Explore resources geared towards helping v 0 #DataCenter! Register here:
small data centers overcome the unique [ it y/2WV6F50. Ask us questions!
obstacles they face in reducing energy 7 1

Sep 7, 2018

Learn about
different energy
saving
technologies and
opportunities.

consumption and achieving monetary

savings. - = Center of Expertise
@DataCenterCoE

There's still time to register for our Air
Management webinar! Sign up here:
bit.ly/2xjhgq

Visit us at datacenters.lbl.gov
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FEMP’s Data Center Program

* FEMP sponsors the Center of Expertise for Energy Efficiency in Data Centers (CoE) to
provide technical assistance, tools, analyses, and resources on best practices and

innovative solutions.

e The CoE serves as an information and resource hub for data center owners,
operators, and other stakeholders interested in achieving energy reductions and
cost savings.
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Energy Saving Technologies in Data Centers

The CoE provides
information and
resources on a wide
range of energy-
saving technologies
and opportunities;
from IT Load to Air
Management.
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HOME ABOUT TECHMNOLOGIES ACTIVITIES

TOOLS

ALL RESOURCES TRAININGS QUESTIONS?

Technologies

Reducing energy consumption in data centers relies on the use of energy-efficient technologies and systems. Click the technologies listed below for tips on improving performance and purchasing

new.

Cooling Air / Air Management

In most cases, air distribution in data centers involves mixing of cooled air with air
that has been heated by the IT equipment making it difficult to supply the cool air
to where it is needed and resulting in inefficient heat transfer to the cooling
system.

IT Equipment

Computations per watt is improving, but computaticn demand is increasing even
faster, so overall energy use is increasing. The lifetime electrical cost will soon
exceed cost of IT equipment. However, IT equipment load can be controlled.

Power

UPS, Front-end AC-DC power supplies, and DC-DC converters are three important
conversion processes for powering of servers and cother IT loads. Improving the
efficiency of these processes can significantly improve the overall energy efficiency
of a data center. Sterage is a parallel area of impartance.

Environmental Conditions

Most data centers are overcooled and have humidity control issues, which is a
valid concern as room temperature and humidity are two of the main HVAC energy
drivers.

Water Efficiency

This page houses resources related to water efficiency in data centers.
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Monitoring and Controls

Monitoring and controls are essential to effective energy management. Data
center infrastructure management (DCIM) is a comprehensive approach that has
received increasing attention in the last few years.

Liquid Cooling

Liguid cooling is valuable in reducing energy consumption because the heat
capacity of liquids is orders of magnitude larger than that of air and once heat has
been transferred to a liquid, it can be removed from the datacenter efficiently.

Lighting
Lighting controls, efficient lighting, and use of task lighting are all widely deployed
in commercial buildings and can easily result in savings for the data center.

Cooling Plant

Many opportunities exist to reduce energy consumption of cooling equipment
including raising the chilled water temperature; air, water, or refrigerant-based
economizers, and all-variable-speed plants.



CoE’s Activities

CoE engages in a wide
variety of activities-
such as assisting
Federal Agencies in
achieving their
efficiency goals in data
centers, training
certifications, and
developing
specifications for
groundbreaking energy
saving technologies.
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ALL RESOURCES TRAININGS QUESTIONS?

Data Center Energy Practitioner (DCEP) Training

The DCEP training program certifies energy practitioners qualified to evaluate the energy status
and efficiency opportunities in data centers. A list of DCEP Program Developers, Instructors, and
Practitioners is also maintained and available here.

Training

List of upcoming and on-demand training events and news via our Twitter feed. Content is focused
on information and opportunities to facilitate energy efficiency projects in data centers with special
attention paid to resources for federal agencies.

Small Data Centers

Energy efficiency efforts and attention for data centers have historically focused on larger data
centers. Despite their comparatively small size, small data centers (defined as server closets,
rooms, and lecalized data centers under 5,000 square feet of computer floor) have significant
energy savings potential.

China

Unprecedented demand and policies are driving rampant growth in data centers throughout China.

Asia is experiencing 27% data center growth- which is expected to 1ast through 2020. This is over
two times the growth rate of other regions, and is deminated by China (Data Center Dynamics,
Shanghai 2017). DOE and LBML are working with China's Ministry of Industry and Information
Technolegy (MIIT) and industry to promote open standards, test procedures, spacifications, and
evaluation metrics for U.S. and Chinese data centers.

High Performance Computing

Demand for High Performance Computing (HPC) is growing in both the public and private sectors.
Itis also highly energy-intensive. LENL has organized a HPC Working Group to address the energy-
efficiency issues related to these technologies and provides guidance and resources tailored o
HPC.

Utility & State Engagement

Utilities and state energy offices are critical partners in disseminating energy efficiency information,

opportunities, and incentives for the marketplace.
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Federal Data Centers

This page covers topics specific to Federal data centers, including relevant Executive orders and the
Data Center Optimization Initiative (DCOI). DCOI requires federal agencies to develop and report on
data center strategies to consolidate inefficient infrastructure, optimize existing facilities, improve
security posture, achieve cost savings, and transition o more efficient infrastructure, such as cloud
services and inter-agency shared services.

Tools & Resources

Toolkits and calculators are available to suppert the implementation of best practices. Tools cover
areas such "early stage" data center profiling to establish a baseline and efficiency potential, and
mare detailed sub-system assessments 10 identify opportunities.

Indian Data Centers Initiative

The energy intensity of data centers, the growth of data center infrastructure in India, and the
existing power deficit in the country calls for increased energy efficiency in Indian data centers. A
public-private partnership is working to increase the energy efficiency of data centers in India.

Better Buildings Data Center Partners (Challenge or Accelerator)

DOE is working with public and private building owners to reduce energy use in data centers. There
are over 34 partners committed to date through the Better Buildings Challenge and Data Center
Accelerator programs.

Related FEMP Activities

A number of activities supported by the Federal Energy Management Program (FEMP) assistin
making data centers more energy efficient. These activities and accompanying resources includs
the purchase of energy- and water- efficient products, project financing, and institutional change
for sustainability.

Development of a Liquid Cooled Rack Specification

There are currently no common specifications with most liquid cooling solutions being unique and
proprietary. Such lack of standards and lack of multi-source solutions are seen as impediments to
wide market adoption of liquid cooling. The scope of this project is to develop an open specification
for the secondary fluid (closed loop between the CDU and the IT equipment), manifolds, tubing,
quick connectors, and the operating conditions.




Small Data Center Page

Process-oriented
page guides users
through various
CoE (and third
party) resources
based on the levels
of financial and
technical
resources
available.
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1. Determine the resources
available, both financial
and technical

2. Assemble a team and
set the direction for energy
management activities

3. Seek out training if
necessary and/or time
permits.

4. See where your data
center stands compared
to others and evaluate
efficiency opportunities

5. ldentify energy efficiency
opportunities suited for
your data center

6. Use additional CoE tools
for assessment if time
allows

7. Implement energy
efficiency opportunities

& RENEWABLE ENE

Very Limited

No time for activity assumed

On demand FEMP Webinars
Reqgular Live CoE Wehbinars

PUE Estimator

Consider "simplest" measures
in Small Data Center Guide

DC Pro

Air Management Estimator
Master List

Other CoE Small DC Resources

Ask your local utility about
technical & financial
assistance

Somewhat Limited

Review Energy I1SO 50001
Task 3 (Management
Commitment)

Task 4 (Energy Team)

On demand FEMP Webinars |

Regular Live CoE Webinars

DC Pro

Recommendations from DC Pro

Consider "Simplest Measures™ &
"Still Simple, a Little More Work”
in Small Data Center Guide.

Hire DCEP or other consultant |

Energy Assessment Worksheet
Air Management Estimator
Master List

Power Chain Tool

Ofher CoE Small DC Resources |

Ask your local utility about
technical & financial
assistance

Consider financing project
through UESC or ESPC

Ample Resources
to Commit

Review Energy 1SO 50001
Task 2 (Energy Policy)
Task 3 (Management
Commitment)

Task 4 (Energy Team)
On demand FEMP Webinars
Regular Live CoE Webinars

Consider DCEF Training

DC Pro
Process Manual

' Portfolio Manager

Recommendations from DC Pro

Consider all measures in
Small Data Center Guide

Hire DCEP or other consultant

Energy Assessment Worksheet
Air Management Tool

Master List

Power Chain Tool

Other CoE Small DC Resources

Aslk your local utility about
technical & financial
assistance

' Consider financing project
through UESC or ESPC




Energy Efficiency Toolkit

HOME ABOUT  TECHNOLOGIES  ACTIVITIES [upele]iam ALl RESOURCES

TRAININGS QUESTIONS?

* The CoE toolkit provides a

recommended order for using >

here!
CoE tools and resources, from
diagnosis of current energy
consumption and
opportunities to actionable

hext steps.

 Today we’ll be focusing on the
first step- profiling tools,
specifically the DC Pro tool.
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Document your energy assessment
findings and recommendations!

Diagnose how energy is being used
and determine how to save energy
and$sd

Data Center Profiling Tools

Report Findings & Make

PUE

Estimator Recommendations

Document metrics, actions, and
measurements from your

Energy
data center Master List of PEEEEETETE
Efficiency Report
+ Current PUE :
Potential PUE N Actions ETIEE
otentia
< Current energy use distribution ./ COIIECt Data
Potential energy use distribution
A

Assessment
Worksheet

|

v Current energy use distribution
v Key calculated metrics

Explore best practices

More defail

This administrative manual will
guide you through your energy
assessment step by step!

Data Center
Energy
Assessment
Complete!

System-Level Assessment Tools

%\M AM Power Chain Assess potential savings from

Estimator Tool Tool efficiency actions in the electrical

power chain
Optimize air management to
accelerate energy savings in dat
centers without affecting the I 1
thermal environment

Recommendad efficiency actions +/ Recommeanded efficiency actions

+ Rack cooling index interpretation v + IT Power Density & UPS Lead Factor comparison

+ Energy estimates for fans & chillers
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+ Filter all CoE Resources

To find resources related to a specific technology or resource type please use the check boxes to filter results. You can also search by author's last name and other keywords through the search box

in the top right of the site. "Featured" resources are shown first, followed by the most recent.
resources by

t h I Technologies Type

ec n 0 Ogy 0 r Environmental Conditions Documents (Guides, Reports, Case Studies, & Demos)
Power Case Studies & Demonstrations
Small Data Centers Tools

reso u rce ty pe Liquid Cooling Presentations

Monitaring and Controls Related Organizations

° U h 171 h ” General Links

se the “searc

IT Equipment

bar to find Cooling Air / Air Management
resources on a 1 =
pa rtiCUIar topic. Date Title Files and Links

10/02/2018 The Information Factorias Featured nature.pdf
Article Featured in Nature magazine in 13 September 2018 | Vol 561

08/21/2018 Small Data Center Workshop Presentation Slides Featured Small_Data_Center_Workshop. pdf
Presentation slides from Dale Sartor’s Small Data Center Workshop at Energy Exchange on August 20th,
2018.

D6/22/2018 Open Specification for a Liquid Cooled Server Rack Featured OpenSpecification. pdf

This document is a progress update on the development of an open specification for a liquid cooled server
rack. The initiative to develop an open specification for liquid cooling is part of a larger initiative to
harmonize international open standards i
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Examples of CoE Resources

THRT=TO0S 778 ]
..m ﬂ ERNEST ORLANDO LAWRENCE
Imé\ BERKELEY NATIONAL LABORATORY
UPS Units
a a e n e r eso u rces Manufacturer Model # Serial # PEEODIE TG ||
kVA) conve

United States Data Center
Energy Usage Report

PDUs Overview e.g., count of different types, aggregated infof

Arman Shehabl, Sarah Smith, Dale Sartor, Richard Brown, Magnus Herrlin

. g
e High-level profiling tools e s o
Distribution Transformers/PDUs Laboratory
Manufacturer Model # Serial # Py || Jonathan Koomey
conve Steyer-Taylor Center for Energy Policy and Finance, Stanford University

Eric Masanot
McCormick School of Engineering, Northwester University

 Best Practices Guide

Nathaniol Horner, Inds Azevedo
Climate and Energy Decision Making Center, Camegie Mellon University

Recommended Metrics ||
o

Metric Unit Priority CoEGy

William Lintner

Data Center Programming Guide

PS Load Factor

UPS Input KW and UPS ratiny

easurad T Load Density

[T Average Power Density.

PS System Efficiency

5 UPS Cutput kW and UPS Input kW

Federal Energy Management Program, U.S. Department of Energy

ransformer Efficiency (upstream UPS system) XFMR Transformer Output and June 2016
. . Eiiciency E |XFMR Transformer Input —
* Benchmarking Guide e, e Fan Energy [%]
e Powar Dansi = £ Power and OC Floor iren
IT Peak Power (design) and DC 100 —
T Peak Power Density [design) st Floor Area
. IT Rack Power Density WN/rack IT Fesk Power and 9
* Technology Case Study Bulletins e L [ L
[Les cutpusvoiage [onectcurant |Urs output otiaze
70 T
60
. P manual
FoCcess manuals s0 ||
Quick Start Guide to . a0
r Energy Efficiency w0
* R t templat ————
eportte ales m— ol
A Problem That You Can Fix
10 +— —
o H I h _I I f- I 1 t I Data Center snorgy officiency s derived from addressiag 0
Ig eve ro I In OO S BOTH yoer hardware equipment AND your infras tructure. Measured Commissicned Retrofitted State-of-the-Art
Luss than da¥ the powar used by & tysical deta canters powers s IT
npement. Wharo docs the oibar hak go? To support mrastructure kwh/yr [ 80,000 | [ 0,000 | [[19,196 | [ 737 |
nchuding cooling systama, UPS insfficisrcise. power distrdation iosses
and lighting Wiy dioes this maer? $/yr | 16,000 | [ 16,000 | [ 3839 | [ 1,747 |

* System-level assessment tools(air T e eyt s
management, electrical systems)

* By 2020, the cardon footprnt of date carters will Gecasd the arine
ety

= With fodmy's bost practices. 20.50% snergy sevings ars possibia
extending B 126 and capaciy o esist ing dats certer e astru bru
evauting rulions of metr e bans of < arbon emkssicns, and s2wng 1.7

Power Usage Effectiveness (PUE)

o i Energy Use Distribution

* End-use breakout

\

Armud £l actrcmy U Flen I8 par)
L]

B T Equipment
Cooling

Lights [l Power Chain [l Fans
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We're here to answer your questions!

* Send us your
questions related to
data center energy
efficiency questions
by contacting us at
CoE@Ibl.gov

* Browse our “Ask the
Experts” section to
see whether your
questions have
already been
addressed!

HOME ABOUT TECHNOLOGIES ACTIVITIES TOOLS ALL RESOURCES TRAININGS QUESTIONS?

Ask the Experts!
Qur answers to incoming questions from the CoE community!

Q: Can you point us to any documentation on what sorts of requirements we should be asking for in terms of selecting the exact transformer
to use? This application will be single-sourced HPC systems, so we'll expect fairly high loading on the transformer most of the time. We need to
understand the characteristics/attributes that we want and find them in a USA supplier or justify why we need them and that no USA supplier
offers them. Thanks for any pointers you may have.

A: The DOE 2016 requirement for low-voltage distribution transformer efficiency is specified at 35% load, which is probably a good assumption for a commercial building,
but a bad one for a data center striving te make the best use of limited power distribution resources. That standard requires no less than 98.83% efficiency (again, at 35%
load). Overall transformer losses are the total of a fixed ne-load loss and a load less that scales with the square of the load, thus the DOE standard numbers are dominated
by the no-load loss and the high leads that you are striving for will be dominated by the lcad loss and there are trade-offs in transformer design between the two.

I'd suggest getting the efficiency curve from Powersmiths for their ESAVER-50H (optimized for high loading) and use that to specify the efficiency requirement at e.g. 75%
load, which is a standard rating point. Other parameters, especially impedance, need to be managed to optimize inrush current, fault level, and arc-flash toc make sure it
will integrate with the existing installation. We learned this the hard way at FLEXLAB. Hope this helps!

Q: A quick question about CRAH VFD fan control. At some WHS data centers, there are some CRAH units with VFDs controlling to an underfloor
static pressure setpoint of 0.1" wec. The static pressure in the room varies from 0.02" to 0.04" wc, so the VFDs are always running at 100% trying
to reach the setpoint. | am planning to propose controlling the VFDs to cold aisle temperature setpoints instead of the UF static pressure
setpoints. The goal would be to reduce CRAC VFD fan speed. In you experience, do you think this is the right approach?

A: Your approach to CRAH fan control should work well in your application, given that with your cold-aisle isclaticn and blanking panels, you should have good air
management. So the chilled water valves in the CRAHs would be controlled on supply air temperature (correct?), and the fans would be controlled on cold-aisle
temperature; we recommend using a sample of the top-of-rack temperatures for control, and monitoring the rest of the inlet temperature sensors to alarm any hot spots.
This scheme is a relatively direct way to ensure that the IT equipment is getting the recommended inlet air temperature. Even better than rack inlet temperatures, is to get
the inlet temperatures directly frem the IT equipment, but coften this access is made difficult by security protocals.

Do check for inadvertent recirculation paths for hot air, including above and below the IT equipment in each rack, around the sides of the IT equipment, and networking
equipment that often has airflew from back to front (i.e. the inlet is on the cable-connection side of the equipment, such that if it is installed with the cables on the back, it
will be a air recirculator). Sometimes other equipment is installed backwards from an airflow point of view. Below and between the racks should alsc be sealed off to
prevent recirculation.
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DC Pro: Demonstration
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Energy Management

Energy Profiling

Subsystem Assessment

Detailed Engineering Audit

Engineering Design

Retrofit/RCx Implementation

Savings Validation (M&V)

Documentation

U.S. DEPARTMENT OF ENERGY
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Data center profiling provides an initial assessment
of how energy is used in your data center and sub-
system assessments provide more detailed insight.
Both activities are conducted by agency staff or
consultants.

Audits, design, and the implementation of energy
efficiency measures are facilitated by engineering
firms and contractors.

Measurement and Verification (M&V) is conducted
by site personnel and engineering firms to confirm
and track performance. M&V is key for continuous
improvement.



DC Pro Tools - Background

« DC Prois an “early stage”  Core development team
assessment tool designed for
data center owners and
operators to diaghose how
energy use is distributed in their — Integral Group
data center and determine ways — Hewlett Packard
to save energy and money.

— LBNL
— ANCIS Incorporated

— Taylor Engineering

 Sponsored by the U.S. — Kemtah (software)

Department of Energy (DOE) « Wide array of reviewers

 Hosted by Lawrence Berkeley
National Lab (LBNL)

— Data center owners
— Design professionals

— Product manufacturers
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DC Pro Tools - DC Pro & PUE Estimator

. DC Pro (V4, 2016)

— Estimates current and potential PUE and
energy use distribution

— Tailored recommended actions to start an
improvement process

— Requires a login, saves data

 PUE Estimator (V1, 2016)

— Quick, simplified version of DC Pro
— Only asks questions that affect PUE

— Does not provide potential PUE or
recommended actions

— No login, doesn’t save data
* datacenters.lbl.gov/dcpro
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Power Usage Effectiveness (PUE)

1.8

Energy Use Distribution

| B8 IT Equipment Lights |
B rower Chain B Fans
| Il Cooling



datacenters.lbl.gov/dcpro

DC Pro Tools - PUE Estimator Input / Output

U.S. DEPARTMENT OF ENERGY

INPUTS

* One input
screen

* Only questions
needed to
estimate PUE

PUE Estimator
Clicking on a 'fj) will give you more information about the selected row.

You can choose your climate zone manually by checking this box:
{Ri for data the United States)

* State/Region: | Alabama %]
* County: | Autauga _ﬂ

Climate Zone: 3A Determined by entries above.
* What is a typical (average) air temperature - r =
leaving the cooling coils (supply)? | —-Select One .
“ What is a typical (average) air temperature - r =
entering the cooling coils (return)? | —-Select One .

“ Do you have active, working humidification

controls? G @D
* Do have active, working dehumidificati . o &
younave st workingserumidiontes e, g Q)
* Does the CRAC/CRAH/AHU have a free ves N ,})
cooling coil {water side economizer)? B o =
" Is there air-side free cooling? ~ Yes MNo (z)

* Cooling System Type?  --Select One-- 7“ 'i‘:'

* Is there an Uninterruptible Fmtfj'gisq; “Yes No If a UPS exists but is not used, answer No.

Caleulate PUE Print Estimate

OFFICE OF ENERGY EFFICIENCY & RENEWABLE ENERGY

OUTPUTS
Current PUE

Current Energy Use
Distribution



DC Pro Tools - PUE Estimator Export
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N A b
1 PUE: 14
2

_i Energy Use Distribution T
5 IT Equipment 69
6 Lights 0.7
7 Power Chain 1.4
B Fans 203
9 Cooling 8.6
10
11

Excel and PDF
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DC Pro Tools - DC Pro Input/Output

INPUTS
» General
FaC| I Ity nG:i:rﬁem& current profile a unigue
. . * Profile Name: Baseline T to help organize multiple OUTPUTS
DeSC” ptl O n ?ézzzsg?gtgc:;—;;a;ifrmr (e.g.,
° EnVIronmentaI * Organization: Test Agency :g:ec;r;sﬁl?:gzﬁ;zﬂm;tfhis * Current PUE
bow:
Cond|t|ons State/Region: || Colorade <] ° Potentlal PUE
County: Boulder [~ |
o System Climate Zone: 5B ° Current Energy
information Use Distribution
i |T Previous Section Mext Section . Potent|a| Energy
- A Use Distizgigy
Manad=isy -+ Recommended
- Cooling WO oo
D e improvement
- Lighting
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DC Pro Tools - DC Pro Export

13

Configure equipment in straight lineups (rows) for hot/cold
aisles and cable management

Since straight equipment lineups are generally a prerequisite to
alternating hot and cold aisles, it should have a very high
priority. Straight lineups also allow structured cable
management.

14

Use appropriate overhead diffusers

The generally high pressure drops across the end devices
(diffusers) and low pressure losses in the distribution system
(ductwork) promote high air stability. Stability means that the
system can be balanced successfully and that external
disturbances have limited impact on that balance. In addition,
the diffusers should have characteristics promoting penetration
of the supply air into the cold aisles.

15

Use adequate ratio system flow to rack flow (target 1.0 or
RTI=100%)

Ideally, the total flow rate of air delivered by the cooling
equipment fans is equal to the total flow rate of the IT
equipment fans, and no air bypasses the racks or recirculates in
the racks. When balancing the data center air flow, aim for this
ideal.

U.S. DEPARTMENT OF ENERGY
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Excel and PDF

_ A B C
1 Current PUE: 1.8
2

; Potential PUE: 1.2

4

5 Energy Use Distribution Current Energy Use Potential Energy Use
6 % %
7 IT Equipment 56.3 B3.5
8 Lights 06 0.1
9 Power Chain 103 1.7
10 Fans 138 6.4
11 Cooling 19.1 8.3
12 Task Description




Demonstration: DC Pro Tools Access Overview

HOME ABOUT  TECHNOLOGIES  ACTIVITIES ALL RESOURCES TRAININGS QUESTIONS?

B R R

=
findings and recommendations!

Start Data Center Profiling Tools Diagnose how energy is being used
and determine how to save energy
here! andsss

Report Findings & Make

PUE
Estimator

Recommendations

Document metrics, actions, and
measurements from your

Energy
data center Master List of Assessment

J/ Current PUE v Efficiency ey
Potential PUE v Actions Template
+ Current energy use distribution COIIQCt Data
Potential energy use distribution
Energy M
Ener _ Assessment )
Assessrgll'lyen t E Worksheet Explore best practices
Process =
Manual g
[]
=
| ,
This administrative manual will ¥ Current energy use _distribution Data Ce nter
guide you through your energy v Key calculated metrics
assessment step by step! Energy
Assessment
System-Level Assessment Tools ,
Complete!

AM AM Power Chain

. Assess potential savings from
Estimator Tool Tool

efficiency actions in the electrical

power chain
Optimize air management to

accelerate energy savings in dat l

centers without affecting the T
thermal environment

Recommended efficiency actions / Recommended efficiency actions

v Rack cooling index interpretation v + IT Power Density & UPS Load Factor comparison
v Energy estimates for fans & chillers
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Demonstration: DC Pro Tools - Access to DC Pro

DC Pro has a number of introductory resources
to help users get started with the tool:

e (Calculation Reference Manual - Details how
results are generated.

e DC Pro Full List of Questions - Full list of

questions in DC Pro (can be printed for offsite

information gathering).

 User’s Manual - This manual is a step-by-
step guide for using DC Pro V4 (DC Pro)
including how to get started, provide the
required inputs, and view results.

« DC Pro Full List of Questions

Data Center Profiler (DC Pro) Tools

The Data Center Profiler (DC Pro) and the PUE Estimator are “early stage” scoping tools designed for data center owners and operators to diagnose how energy use
is distributed in their data center and determine ways to save energy and money. Both DC Pro and the PUE Estimator estimate Power Usage Effectiveness (PUE), the
industry standard for understanding and improving the energy efficiency of data center infrastructure systems. Results from the tools can be exported as stand-alone
reports or included in other reporting material

DC Pro also recommends specific tasks to help users start an improvement process. Detailed assessments of sub-systems are beyond the scope of these profiling
tools, but dedicated assessment tools (e.g., Air Management and IT Electrical Power Chain) are available in the Tools section of this website

I: DC PRO Power Usage Effectiveness (PUE)
= A comprehensive “early stage” data center profiling tool 17
- Estimates PUE as well as a breakdown of the current and Energy Use Distribution
potential energy use distribution
- Provides a tailored list of best practice recommendations ;
- Exports results to PDF or Excel
T Equipment Lights Il Power Chain Il Fans
@ PUE ESTIMATOR Caoling
A quick calculator that generates Power Usage Effectiveness
(PUE) GETSTARTED
- Only asks questions required to estimate PUE ) ) ) )
- Uses same algorithm as DG Pro .DC Log in or Register to begin using DC Pro
- Exports results to PDF or Excel PR@

g Access the PUE Estimator (no login required)

RESOURCES

« Calculation Reference Manual Pro User's Manual (Also includes Full List of Questi
+ D enfechlasierlisto iciency Actions + PUE Estimator Full List of Questions
« PUE Estimator User's Manual (Also includes Full List of Questions)

- Tralnlng resentation

To access the archived DC Pro V3, click here. Please note that data entered into V3 has already been migrated into the current version of DC Pro.

DC Pro Tools Homepage: datacenters.Ibl.gov/dcpro

U.S. DEPARTMENT OF ENERGY OFFICE OF ENERGY EFFICIENCY & RENEWABLE ENERGY



datacenters.lbl.gov/dcpro
https://datacenters.lbl.gov/sites/default/files/DC%20Pro%20v3.0%20Calculation%20Reference%20Manual_2014-07-28.pdf
https://datacenters.lbl.gov/resources/dc-pro-full-list-questions
https://datacenters.lbl.gov/sites/default/files/DCProManual_08182016.pdf

Demonstration: DC Pro Tools - Access to DC Pro

Data Center Profiler (DC Pro) Tools

[Login]
The Data Center Profiler (DC Pro) and the PUE Estimator are “early stage” scoping tools designed for data center owners and
operators to diagnose how energy use is distributed in their data center and determine ways to save energy and money. Both DC
Pro and the PUE Estimator estimate Power Usage Effectiveness (PUE), the industry standard for understanding and improving the

energy efficiency of data center infrastructure systems. Results from the tools can be exported as stand-alone reports or included in
other reporting material.

DC Pro also recommends specific tasks to help users start an improvement process. Detailed assessments of sub-systems are
beyond the scope of these profiling tools, but dedicated assessment tools (e.g., Air Management and IT Electrical Power Chain) are
available in the Tools section of this website.

l; Dc pRo Power Usage Effectiveness (PUE) L O g i n 0 r
= A comprehensive “early stage” data center 17 .
profiling tool ———— Register for
- Estimates PUE as well as a breakdown of the

current and potential energy use distribution Q’ DC PI‘O

- Provides a tailored list of best practice

recommendations (T Equipment I Lights [ Power Chain [ Fans
- Exports results to PDF or Excel @ Cooling
@ PUE ESTIMATOR GET STARIEE™ s
‘Ef?e"::ig:ec:;ggl{a;ﬂé)hm generates Power Usage .D Log in or Register to begin using DC Pro
- Only asks questions required to estimate PUE PR@
- Uses same algorithm as DC Pro
- Exports results to PDF or Excel @ Access the PUE Estimator (no login required)
RESOURCES
+ Calculation Reference Manual « DC Pro User’s Manual (Also includes Full List of
+ Data Center Master List of Efficiency Actions Questions)
« DC Pro Full List of Questions « PUE Estimator Full List of Questions
« PUE Estimator User's Manual (Also includes Full List
of Questions)

To access the archived DC Pro V3, click here. Please note that data entered into V3 has already been migrated into the
current version of DC Pro.

DC Pro Tools Homepage: datacenters.lbl.gov/dcpro

DEPARTMENT OF ENERGY OFFICE OF ENERGY EFFICIENCY & RENEWABLE ENERGY



datacenters.lbl.gov/dcpro

Demonstration: DC Pro - Log in/Register

Data Center Profiler (DC Pro) Tools Register

Log In - DC Pro / .DCPR@

Please enter your username and password. Please Register if you don't have an account.

Please click here if you have forgotten your password.
If you are using Internet Explorer, you may need to allow both "Ibl.gov" and "54.86.8.76" in your Privacy settings.
{Internet Options > Privacy = Sites)

— Account Information

Username:

Password:

Log In

Login

U.S. DEPARTMENT OF ENERGY OFFICE OF ENERGY EFFICIENCY & RENEWABLE ENERGY




Demonstration: DC Pro - Data Center Records

Data Center Profiler (DC Pro) Tools

Data Center Explorer

Ot Acme Data Center,

All data centers
that you’ve
already added
will be
available
here...

<<<Collapse

OFFICE OF ENERGY EFFICIENCY & RENEWABLE ENERGY

U.S. DEPARTMENT OF ENERGY

Welcome to DC Pro Idemates1! [ Change Password ] [ Log Out ]

BDCPR®
How to use the tools on this page?

. To begin an assessment, navigate to the Data Center Explorer on the /

... create new
data center

left side of the page and select a data center.

If your data center is not listed on the left side of thi

Once your data center is selected, add a new DC Profile or modify an "fﬁ_
existing profile.

After you complete a DC Profile, you can view assessment results,
recommended tasks, and export to Excel or PDF (Actions column).

If you have an Exported DC Profile XML File from DC Pro V3, Click Here to
Import it.

—

You can delete a DC Profile using the Delete button (Actions column). %‘



Demonstration: DC Pro - Create (Add) New Data Center

&5 Add a Data Center

- required field

General Info

Mame
Street
Clty
State
--Please Select-- E'
Zipcode

Description

Organization

Submit Cancel

U.S. DEPARTMENT OF ENERGY OFFICE OF ENERGY EFFICIENCY & RENEWABLE ENERGY



Demonstration: DC Pro - Existing Data Center(s)

U.S. DEPARTMENT OF ENERGY

Data Center Profiler (DC Pro) Tools

Data Center Explorer <<<Collapse

Ll Acme Data Center

/

Data Center
Explorer

OFFICE OF ENERGY EFFICIENCY & RENEWABLE ENERGY

Welcome to DC Pro Idemates1! [ Change Password ] [ Log Out ]

BDCPRO

How to use the tools on this page?

1 To begin an assessment, navigate to the Data Center Explorer on the
left side of the page and select a data center.

If your data center is not listed on the left side of this page, add it here.

Once your data center is selected, add a new DC Profile o modify an &
existing profile.

After you complete a DC Profile, you can view assessment results,
recommended tasks, and export to Excel or PDF (Actions column).

If you have an Exported DC Profile XML File from DC Pro V3, Click Here to
Import it.

You can delete a DC Profile using the Delete button (Actions column). kw



Demonstration: DC Pro - Edit or Create New DC Profile

Data Center Explorer <<<Collapse Welcome to DC Pro Idemates1! [ Change Password ] [ Log Out ]

"I Acme Data Center Acme Data Center .DCPR@

DC Profiles |
Profilea Name PUE Last Updated Actlons

Acme Data Center 16 |211012016 e L | M Edit existing

Acme Data Center 0 21172016 '.\EB '___‘ | M p rOfI I es
B
& AN
How to use the tools on this page? Create new
.- To begin an assessment, navigate to the Data Center Explorer on the .
left side of the page and select a data center. profile

If your data center is not listed on the left side of this page, add it here.

Once your data center is selected, add a new DC Profile or modify an ';'E:B
existing profile.

After you complete a DC Profile, you can view assessment results,
recommended tasks, and export to Excel or PDF (Actions column).

If you have an Exported DC Profile XML File from DC Pro V3, Click Here to
Import it.

You can delete a DC Profile using the Delete button (Actions column). ﬂ'

U.S. DEPARTMENT OF ENERGY OFFICE OF ENERGY EFFICIENCY & RENEWABLE ENERGY




Demonstration: DC Pro - New DC Profile

Information

Power Usage Effectiveness (PUE)
Either click on one of the headers to go to those questions, i
or click on the "Continue’ button to be taken to the next set of questions. Insufficient Data to Calculate

By clicking on the 'Previous’ or ‘Next' Section buttons, you will have the option to save your profile and you will Energy Use Distribution
be able to exit the application without losing your data.

Items with a Light background contribute to the PUE calculation. Please make sure to answer all of them to get a
more accurate calculation,

Clicking on a (2) will give you more information about the selected row. Power Usage Effectiveness (PUE)
In p ut A" signifies a required field. This is required in order for the report to save, and only exists in the first section. 1.6
Sections Continue Energy Use Distribution

(1_2) 1. Data Center General Information

2.1 Energy Use Systems - Energy Management
2.2 Energy Use Systems - IT Equipment

2.3 Energy Use Systems - Environmental Conditions @ IT Equipment Light
2.4 Energy Use Systems - Alr Management

Power Chain [l Fans

Cooling
2.5 Energy Use Systems - Cooling
2.6 Energy Use Systems - IT Equipment Power Chain
2.7 Energy Use Systems - Lighting
3. Results
4 Recommended Tasks
B 1T Equipment Lights
Results Power Chain [l Fans
Cooling
Recommended
Print Profile
Tasks Calculated data
_ _ is eventually
Print Profile

displayed here

U.S. DEPARTMENT OF ENERGY  OFFICE OF ENERGY EFFICIENCY & RENEWABLE ENERGY




Input 1: Data Center General Information

1. Data Center General Information

Give the current profile a unique

Ugem i name.
Red IS a * Profile Name: Exam v4 2-9-2016 Use the date to help organize
requi re d fl el d multiple assessments in a datacenter

(e.g., "Case #1, 2008-05-31").

You can choose your climate

* Organization: ANCIS zone manually by checking this
g 0 box: ]
. Only hlgh"ghted State/Region: ICalifornia z,
items contribute to P B t
PUE calculation il Secramento i) e sure to save
Climate Zone: 3B your data as you
move through the
screens

Previous Section] Next Seclion]

Click “Next
Section” to
proceed to the
following screen

Would you like to save your data before you continue?

U.S. DEPARTMENT OF ENERGY OFFICE OF ENERGY EFFICIENCY & RENEWABLE ENERGY




Input 2: Energy Use Systems

2.1 Energy Management

* Inputs 2.1 through 2.7 allow the DC Pro tool to: _
— Determine whether an action is recommended or 2.21T EqUIpment

hot recommended, in the “Suggested Next Steps.” . ays
— Influence the output values that the Profiler 2.3 Environmental Conditions

calculates. Not every question influences the 24 Air Management
calculated values.
« Answers to Energy Use Systems also estimates 2.5 Cooling Systems

how the data center’s energy use is distributed . -
among five end-use categories (default energy 2.6 IT Equipment Power Chain

end-use breakouts). 2.7 Lighting

U.S. DEPARTMENT OF ENERGY OFFICE OF ENERGY EFFICIENCY & RENEWABLE ENERGY




Input 2.1: Energy Use Systems- Energy Management

2.1 Energy Use Systems - Energy Management

* Energy audit conducted
in the last 2 years

* Written energy
management plan

Has an ensrgy audit been conducied within the

last 2 years?

I= there a written energy management plan?

Is there an energy manager directly

° N O ene rgy man age r responsible for the energy management plan?
* Plan accepted by upper Hass upper management accspted e ansy

management

Iz there an energy measurement and
calibration program in place?

Iz thers a preventative maintenance program

Previous Section

U.S. DEPARTMENT OF ENERGY  OFFICE OF ENERGY EFFICIENCY & RENEWABLE ENERGY

Mext Section

in place?

"Yezs Mo
*Yes Mo Click the “?” icon
(or reference the
o user gwdet).lf you
need additional
information about
“Yes Mo / a particular
4 question.
®*Yes Mo
Yes * Mo



Input 2.2: IT Equipment

2.2 Energy Use Systems - IT Equipment

Do you measure and track IT equipment OYes @No

* No IT-equipment

u t | | | Zat | on t rac k| N g (storage, server and network) utilization?
» Servers replaced every 4 chandoned 5o servers and g e Oves @l
yea rS What is the average age at whicco):jc:us ;erel;gg I AV ours E
* No server virtualization Ao you using vitualzaon o consoldate your (g1
° N o Sto ra ge conso I I d at ion How extensive is your storage consolidation? |0% v
° N O Sto ra ge t i e rs . _ DMore than one production tier
. . . What storage tiers have you implemented? DArchiving tier
 No storage optimization. i e

Have you implemented storage optimization
technigues such as thin provisioning, Oyes @®No
incremental snapshots, or de-duplication?

Previous Sectionl Next Section]

U.S. DEPARTMENT OF ENERGY  OFFICE OF ENERGY EFFICIENCY & RENEWABLE ENERGY




Input 2.3: Environmental Conditions

* Yellow shaded cells are inputs for DC Pro
calculations.

 Typical supply air temperature of 70F (21 C)

e Typical return air temperature of 90F (32 C)

* Active/working humidification controls.

e Active/working dehumidification controls

U.S. DEPARTMENT OF ENERGY

2.3 Energy Use Systems - Environmental Conditions (Continued)

Is there a continuous source of outside
air admitied to the data center for *ves . Mo
ventilation?

Humidity conirol sensor locafion? | Recirculation Air Stream Only

Are the current cooling system high
and/or low humidity limit sefpoints for the
IT inftake air fighter than the ASHRAE
Recommended limits for your data
cenfer Class?

Do CRAC/H wunits have ceniralized
(networked) or distributed controls?

Are CRAC/Hs fighting each other (for

Yes * Mo

Ceniralized v

example, simultaneously humidifying Yes * No
and dehumidifying)?
Do the cooling system confrols allow you
to apply correction factors (Slope and Yez '* Mo

Offzet) to the signals from the
temperature and humidity sensors?

Previous Section, |Mext Section

OFFICE OF ENERGY EFFICIENCY & RENEWABLE ENERGY

What is a typical {average) air
temperature leaving the coeling coilz
{supply)?

What is a typical {average) air
temperature entering the coeling coilz
{refurn)?

What is the typical (average) IT
equipment intake air temperature?

What is the typical (average) IT
equipment exhaust air temperature?

Data Center Class:

Adopted 1T Intake Air Temperature,
Maximum:

Do the readings from cooling system
terperature sensors represent the IT
equipment intake air conditions?

Does your air management scheme,
your economizing system (if present),
and your IT equipment allow your data
center to operate near the ASHRAE max
Recommended IT equipment infake
temperature, and occasionally between
the ASHRAE max Recommended and
max Allowable intake temperature (per
your data center Class) during 100%:
mechanical cooling?

Do you have active, working
humidification controls?

What type of humidifier do you have?

Do you have active, working
dehumidification controls?

I= there a continuous source of outside
air admitied to the data center for
wantilafinn?

2.5 Energy Use Systems - Environmental Conditions

TOF (21C) v (2]
90F (32C) v
85F(28C) ¥ (7]
115F (46C) ¥ (7]
A2 v (7]
BOF (27C) ¥

Alzo include humidity

Yes * Mo sensors, if any are
present.
Yes * Mo
®ves LMo 'i:ff_}
Eleciric Resistance Heating/Infrared Lamps ¥ ':E‘_}
®ves Mo 2

®Yes MNo



Input 2.4: Air Management

U.S. DEPARTMENT OF ENERGY

Rear-door supplemental cooling

CRAC/CRAH/AHU has a free cooling
coil (water side economizer)

Free air-side cooling
Floor-tightness program in place

IT equipment row arrangement is
“good”

Rack tightness (blanking panels) in
place

Diffuser/tile-location program in place
to conserve hot and cold aisle

Hot and cold aisle enclosures are “fair”
Constant speed supply fans in use

Air delivery system is balanced to
ensure correct airflow rates.

Air balancing program in place

OFFICE OF ENERGY EFFICIENCY & RENEWABLE ENERGY

Can your adopied Recommended IT
equipment intake air condition be
mainfained if you turm off one or more
selected CRAC/H unifs?

Is there any supplemental cooling?

Does the CRAC/ICRAH/AHU have a free
cooling coil (waler side economizer)?

Is there air-side free cooling?

Air Supply Path

Is there a floor-tightness (sealing leaks)
program in place?

Degree of sealing for cable
penetrations ¥

Is the cable build-up in the floor plenum
ar the over-head plenum more than 1/3
of the plenum height?

Is there program in place for regularly
managing cables to allow unobstructed
air flow?

Degree that IT equipment is arranged in
rows?

Iz there a rack/lineup-tightness (using
blanking panels) program in place?

I= there a diffuseniile-location (to
conserve hot and cold aisles) program in
place?

Degree to which hof and cold aisles are
currently fully enclosed?

What kind of supply fans are in use?
Do some areas of the data center have

lead densities that are more than 4 times
the average locad density ?

I= the air-delivery system balanced to
ensure correct airflow rates?

I= there an air-balancing {allow proper
airflow distribution) program in place?

Previous Section| |Mext Section

®*ves Mo

Rear-Door v

®hves /No

®ves '\ 'No

Underfloor Plenum ¥

*Yes Mo

Fair v

*Yes Mo

®Yes Mo

Good v
¥es * Mo
*ves _No
Fair v
Constant Speed A
*¥es . No

*es . _No

*ves  No

2.4 Energy Use Systems - Air Management

V5D = Variable Speed Drive




Overview of Available Cooling System Types in DC Pro

System Types

* Air-Cooled DX ‘ .
« Evaporatively-Cooled DX .——FT

B el

e Water-Cooled DX

— Dry Cooler Condensing System, or

— Cooling Tower Condensing System
 Tower Fan Motor Control: Fixed Speed, 2-Speed, or Variable Speed

— Type of valves: 2-way or 3-way

 Chilled Water

=
L L
 Water-Side Economizer: None, Integrated, or Non-Integrated ’il'
 Tower Fan Motor Control: Fixed Speed, 2-Speed or Variable Speed e

Uk
il

— Type of valves: 2-way or 3-way

OFFICE OF ENERGY EFFICIENCY & RENEWABLE ENERGY

U.S. DEPARTMENT OF ENERGY



Input 2.5: Cooling System

e 25 chilled-water CRAH units
4 water-cooled chillers

* Chilled water supply
temperature is 45°F (7°C)

* No water-side economizers
 Two-speed cooling tower fans
 2-way chilled-water valves

e Standard efficiency motors

OFFICE OF ENERGY EFFICIENCY & RENEWABLE ENERGY

U.S. DEPARTMENT OF ENERGY

2.5 Energy Use Systems - Cooling

Chiller Type: [Water-Cooled [V ]
Chilled Water Supply Temperature?: [45F (7C) ||
Water-side economizer:|[None v

Cooling tower fan control: ITwo-Speed Motor E

Type of valves: | 2-Way | v

Do you have premium efficiency motors on all
cooling supply fans, pumps, and cooling
towers that serve the data center?

Oves @No

Previous Sectionl Next Section

Cooling System Type?|| Chilled Water L]

f\-:l ) ~)




Input 2.6: IT Equipment Power Chain

U.S. DEPARTMENT OF ENERGY

500 kVA, double conversion
UPS in place.

UPS voltage of 208

Average load factor per active
UPS module approximately 21-
30%.

UPS redundancy configuration
of N+1

Standby generator present

Generator block heater (with
thermostat)

PDUS with built-in transformers

OFFICE OF ENERGY EFFICIENCY & RENEWABLE ENERGY

2.6 Energy Use Systems - IT Equipment Power Chain

Iz there an Unintermuptible Power Supply (UPS)?

UPS Technology Type:
UPS Module Size (KVA)

UPS Veltage:
What iz the average load factor per acfive UPS

module?
UPS Redundancy Configuraticn
Is there a standby generator?

Standby Generator Power Configuration:

Is there a generator block heater?

Iz there a thermostat on the generator block
heater?

Are there POUs with buili-in fransformers?

What are the types of MV and LV transformeris)?

Average Load Factor per Active
PDUsiTransformers?

What is the load imbalance between phases?

Previous Section| |Mext Section

®ives LNo

Double Conversion + Filter ¥

300
208

21% to 30%

M+1
* ves Mo
|
* ves Mo
* ez Mo
* ves Mo

Temp nse 80C ¥

25% to 49%

==20%

L

L

L

T

L

T

If & UPS exists but is not used,
answer Mo.

|'-'_-"|
k)

|'-'_.-'|
et

o

-

|'-'_.-'|
et

|'-'_-"|
!




Input 2.7: Lighting

Lighting Type: | Fluorescent ¥
. . VWhat type of lamps are used? T-8 ¥ ":E:’
[ ] Fluorescent Ilghtlng \Flfllatl]rpe ufhallasfs;‘rg r-..'lagnetic. v |E‘:|
¢ T-8 Iamps How are the lighis controlled? | Manual Wall Switch ¥
 Magnetic ballasts
° nghtlng contro"ed Via manual |Previous Section|  |Mexi Section|
wall switch

U.S. DEPARTMENT OF ENERGY OFFICE OF ENERGY EFFICIENCY & RENEWABLE ENERGY



Step 3: Results - PUE and Energy Use Distribution

Current PUE: 1.7

Potential PUE: 1.1

Energy Use Distribution Current Energy Use | Potential Energy Use //
% %
IT Equipment 57.9 87.9
L 0.6 01
Power Chain 6.8 18
Fans 90 98
Cooling 257 04

Previous Sectionl Next Section|

The values for “Potential PUE” and “Potential Energy Use” are ideal values

based on implementing all recommended energy efficiency tasks outlined
in Section 4.

U.S. DEPARTMENT OF ENERGY OFFICE OF ENERGY EFFICIENCY & RENEWABLE ENERGY




Step 4: Recommended Tasks

4. Recommended Tasks
Reload Tasksl
Task Description

Cable congestion in raised-floor plenums can sharply reduce the total airflow as well
:;"p'erg‘;“‘ a Cable Mining | 2¢ 4egrade the airflow distribution through the perforated floor tiles. Both effects
rog promote the development of thermal hot spots.

This is generally the first step towards separating hot and cold air, which is key to air
management. Cold air is supplied into the cold front aisles, the IT equipment moves
Implement Alternating Hot | the air from the front to the rear and/or front to the top, and the hot exhaust air is

and Cold Aisles returned to the air handler from the hot rear aisles. Some data centers are not
suitable for hot/cold aisles, including those with non-optimal gear (not moving air from
front to rear/top).

This action allows variation of airflow to meet cooling demand. Traditionally, few
CRAC/CRAH/AHU units have the capability to vary the airflow in real time; adjusting
the supply temperature is the only option. With variable speed drives, the capacity
Convert Constant Speed control can be modified to improve the cooling effectiveness of the electronic

Fans to Variable Speed equipment as well as save fan and cooling energy. Fan power consumption can be
Fans (VFDs) reduced drastically (potential saving up to 60-80% of fan power consumption) with
the use of VFDs. This also helps preserve adequate pressurization of the supply
plenum (if any) because all fans continue to run, in contrast to action AM-030: Shut
off CRAC/CRAH Units.

A large fraction of the air from the air-handler may be lost through leaks in the raised

- e =tom - . el cdutle o

Print Proﬁle]

N

Export Results (Excel and PDF)

U.S. DEPARTMENT OF ENERGY OFFICE OF ENERGY EFFICIENCY & RENEWABLE ENERGY




DC Pro - Export

U.S. DEPARTMENT OF ENERGY

PDF

Report generated through the DC Pro Tool (datacenters.lbl.gov/depro): 2/5/2016

Back Save to PDF

Export Results to Excel

Excel

Current PUE: 1.5
Potential PUE: 1.1

Energy Use Distribution Current Energy Use | Potential Energy Use

% o

IT Equipment 67 88.5
Lights 0.7 0.1

Power Chain 13 1.8

Fans 14.1 95

Cooling 169 0.1
Task Description

Place supply devices
in cold aisles only

If the IT racks are arranged in alternating hot and cold aisles, it is
important to prevent warm air from diluting the cold air in the cold
aisles. This reduces the ability of the cold air to do useful cooling.
Likewise, it is important to prevent cold air from diluting the warm air
in the hot aisles. Again, this takes away the ability of the diluting cold
air to do useful cooling. Additionally, cooling equipment capacity
depends on the temperature of the warm air it receives. In most cases,
the warmer the return air, the greater the cooling capacity. Diluting the
warm return air impairs cooling capacity. There should be no reason
to place supply air tiles or diffusers in the hot aisles.

Use appropriate
overhead diffusers

The generally high pressure drops across the end devices (diffusers)
and low pressure losses in the distribution system (ductwork) promote
high air stability. Stability means that the system can be balanced
successfully and that external disturbances have limited impact on that
balance. In addition, the diffusers should have characteristics

promoting penetration of the supply air into the cold aisles.

OFFICE OF ENERGY EFFICIENCY & RENEWABLE ENERGY




More About the DC Pro Calculations

Constants

IT.L.1: IT power draw is assumed constant, 24/7/365. |— —»

LL.1: Lighting Energy & fixed at 1% of the IT Energy. = ——%

ED.L.1: Electric Distribution System Loss (aside from =
UPS Loss) is fixed at 2% of the IT Energy.

Th e Profi Ie r ta kes So m e of th e Lookup Table: Climate Zones Lookup Table: Cooling System Energy

Input Output Input Output
user’s In puts from the General GLQ.05: State/Region GL.L.1: Climate Zone ]———> GLL1: CimaleZorl\e
Data Center information and == s e | [Pl

En ergy Syste ms info rm atio n EC.Q.08: Humidification Control gz;lc_;tzr;:re\f;ggnzzvmssed asa >

EC.Q.09: Dehumidification Control

and refers to look-up tables to Ty ——— i pr——

Calculation

cooling? L

determine the default, PR ——

estimated data center energy e —

Economizer

end_use brea kouts Lookup Table: UPS Loss Energy End-Use
= CP.Q.01.3: Chilled Water Supply Breakouts
Input Output Temperature
ED.Q.01: Isthere an ED.L.2: UPS Loss expressed asa ED.L.2: UPS Loss expressed asa
Uninterruptible Power Supply percent of the IT Energy # percent ofthe IT Energy >
(ups)?

ED.Q.01.1: UPS Technology Type

ED.Q.01.2: UPS Size

ED.Q.01.3: UPS Voltage

ED.Q.01.4: Average load factor per
active UPS module
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DC Pro: Interactive Workshop




Registering with DC Pro

Data Center Profiler (DC Pro) Tools
* Get out your laptops

The Data Center Profiler (DC Pro) and the PUE Estimator are “early stage” scoping tools designed for data center owners and operators to diagnose how energy use
Is distributed in their data center and determine ways to save energy and money. Both DC Pro and the PUE Estimator estimate Power Usage Effectiveness (PUE), the

n n
[ J C t t th W _F industry standard for understanding and improving the energy efficiency of data center infrastructure systems. Results from the tools can be exported as stand-alone
onnect to tne Wi-ri v 9 and improving the energy efficiency y P

reports or included in other reporting material.

DC Pro also recommends specific tasks to help users start an improvement process. Detailed assessments of sub-systems are beyond the scope of these profiling

b M a ke th e i n fo r m at i O n tools, but dedicated assessment tools (e.g., Air Management and IT Electrical Power Chain) are available in the Tools section of this website.
re I eva nt to yo u r d ata _l: DC PRO Power Usage Effectiveness (PUE)

A comprehensive “early stage” data center profiling tool 1.7
- Estimates PUE as well as a breakdown of the current and Energy Use Distribution

Ce n te r ( if yo u b ro u ght it) potential energy use distribution J

- Provides a tailored list of best practice recommendations

- Exports results to PDF or Excel

a CceSSi b I e % PUE ESTIMATOR 5 [ Fament T gt 8 Fover e e

Cooling

A quick calculator that generates Power Usage Effectiveness GETSTARTED

* Toregister and get s S
Sta rted ’ go to: - Exports results to PDF or Excel PR®
datacenters.lbl.gov/dcpro  resoures

.DC Log in or Register to begin using DC Pro

% Access the PUE Estimator (no login required)

y u u « Calculation Reference Manual « DC Pro User's Manual (Also includes Full List of Questions)
® We I I be CI rc u I atl n g to « Data Center Master List of Efficiency Actions « PUE Estimator Full List of Questions
« DC Pro Full List of Questions « PUE Estimator User's Manual (Also includes Full List of Questions)

answer questions! » Ty e

To access the archived DC Pro V3, click here. Please note that data entered into V3 has already been migrated into the current version of DC Pro.
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Data Center X Case - DC Pro Results

Power Usage Effectiveness (PUE)

1.4

Energy Use Distribution

. IT Equipment Lights
B Power Chain - Fans
B Cocling
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Data Center X Case - Recommended Task Examples

Description

Remove Abandoned Cable and Other
Obstructions

Under-floor and over-head obstructions often interfere with the distribution of cooling air. Such interferences can significantly
reduce the air handlers’ airflow as well as negatively affect the air distribution. The cooling capacity of a raised floor depends on
its effective height, which can be increased by removing obstructions that are not in use.

Perforated floor tiles or over-head supply diffusers should only be placed in the cold aisles to match the “consumption” of air by

Place Supply Air Devices in Cold Aisles Only the electronic equipment. Too little or too much supply air results in poor overall thermal and/or energy conditions. Note: the

Seal Raised Floor Leaks

Maintain Tight Racks and Rows

Implement a Rack and Row Tightness
Program

Shut off CRAC/CRAH Units

Control All Supply Fans in Parallel

Retrocommission the Airside Economizers

Evaluate Chillers for Replacement

hot aisles are supposed to be hot and supplies should not be placed in those areas.

A large fraction of the air from the air-handler may be lost through leaks in the raised floor. The leaks are often hidden under
the equipment racks and not visible during a casual walk-through audit. Such leakage often causes by-pass air that does not
contribute to cooling the electronic equipment. There are a number of commercial products that can be used to seal the raised
floor.

Blanking panels should be used to seal openings under and between equipment racks, between equipment shelves in partially
filled racks, or completely empty racks. Managing blanking panels is especially important in hot and cold aisle environments.
Blanking panels come in various heights and widths to fit almost any application, and they come in snap-on or screw-in types.
Any opening between the cold aisle and the hot aisle will degrade the separation of hot and cold air. A program should be in
place to minimize leakage by maintaining blanking panels and unbroken rows.

If it is determined that a lower airflow volume is desired and the CRAC/CRAH/AHU units do not have variable speed fans,
adjustment is limited to shutting off individual units. This is not a precise way of controlling the air volume, but it can still yield
acceptable results. Some experimentation may be required to determine which units can be shut off without compromising
adequate cooling of the IT equipment.

If all the supply fans serving a given space are identical and equipped with variable speed drives, fan energy is minimized by
running all the fans (including redundant units) at the same reduced speed.

While airside economizers can offer large energy savings (particularly in milder climates), they need regular service to operate
properly. Outside air temperature sensors that control when the economizer opens and closes must be kept calibrated. The
actuators and linkages that control the economizer louvers must be kept lubricated and in adjustment. The entire economizer
system should be tested at least once a year to ensure it operates as intended.

Chillers are typically the greatest energy-using components in the cooling system. Recent advances in chiller technology,
especially variable-speed compressors, offer more efficient operation. For these reasons, it is often worthwhile to examine the
cost-effectiveness of replacing existing chillers if they are more than 5 years old or are in poor condition.
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Data Center X Case - Recommended Task Examples

Task Description

Tightly controlled humidity can be very costly in data centers since humidification and dehumidification are involved. A wider humidity range
allows significant utilization of free cooling in most climate zones by utilizing effective airside economizers. In addition, open-water systems are
high-maintenance items.

Disable or Eliminate Humidification Controls or
Decrease the Humidification Setpoint

Most modern IT equipment is designed to operate reliably when the intake air humidity is between 20% and 80% RH. However, 55% RH is a
Disable or Eliminate Dehumidification Controls or typical upper humidity level in many existing data centers. Maintaining this relatively low upper limit comes at an energy cost. Raising the limit can
Increase the Dehumidification Setpoint save energy, particularly if the cooling system has an airside economizer. In some climates it is possible to maintain an acceptable upper limit
without ever needed to actively dehumidify. In this case, consider disabling or removing the dehumidification controls entirely.

Most humidifiers are heat based, ie., they supply steam to the air stream by boiling water. Electricity or natural gas are common fuel sources. The
heat of the steam becomes an added load on the cooling system. An evaporative humidifier uses much less energy. Instead of boiling water, it
introduces a very fine mist of water droplets to the air stream. When set up properly the droplets quickly evaporate, leaving no moisture on nearby
surfaces. This has an added cooling benefit, as the droplets absorb heat from the air as they evaporate. A wetted media can also be used.

Change the Type of Humidifier

IT equipment is designed to operate most reliably within a certain range of intake air temperatures, and a certain temperature rise of the air is
expected before it is exhausted. Programming the cooling system to match these temperatures avoids cooling system energy waste due to
overcooling the supply air, and ensures reliable IT equipment operation.

Change Cooling Unit Air Temperature Setpoints
Based on IT Equipment Thermal Demand

An economizer can be either a temperature or enthalpy economizer. A temperature economizer is controlled by temperature only. An enthalpy
economizer on the other hand is controlled by temperature and humidity (that is, energy content). Using an enthalpy economizer generally saves
more energy than using a temperature economizer. However, it is also more complex.

Use an Enthalpy Sensor to Control the Airside
Economizer

Anticipate that Servers will Occasionally Operate Data centers can often go beyond the Recommended range for additional energy savings by following the process outlined in the ASHRAE
in a Higher, but Allowable, Range (89.6F) Thermal Guidelines for Data Processing Environments.

Reconfigure the UPS Topology for More Efficient UPS technology continues to evolve. If the existing UPS is scheduled for replacement, be sure to specify a high-efficiency UPS topology. If the
Operation existing UPS more than 10 years old, it may be cost-effective to replace it with a new system.

In some facilities, the array of UPS modules and/or PDUs has more than enough capacity to serve the load. It may be possible to shut down some
modules and still retain the required level of redundancy. This will allow the remaining units to operate at a higher load factor, which usually
translates to higher efficiency.

Shut Down UPS Modules and PDUs when
Redundancy Level is High Enough

Medium Voltage (MV) and Low Voltage (LV) transformers are available in a range of efficiencies. Specify high efficiency transformers when any
Use High Efficiency MV and LV Transformers existing units are scheduled for replacement. If inspection reveals that any existing transformers are operating with particularly poor efficiency,
analyze the cost-effectiveness of replacing them with high efficiency, appropriately-sized units immediately.
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Data Center X Case - Recommended Task Examples

Task Description

The DC capacitors in typical UPS systems tend to lose effectiveness over time. This can result in the inverter failing to
operate under load, and increased ripple current in the batteries. Not only does this result in less efficient operation, it
becomes a safety issue as well. The DC capacitors usually have the same design lifetime as the batteries; approximately
5 years. The capacitors should be checked regularly.

Change UPS DC Capacitors

If your facility does not already have an Energy Manager, consider assigning one. Efforts to improve energy efficiency

S I B IR often falter when there is no clearly identified "champion" to lead and coordinate.

Many data centers have only a few main energy meters (electric, gas, etc.). These typically report the total energy use of
the facility accurately, but they cannot indicate how the energy use is distributed among the IT equipment and support

Sub-Meter End-Use Loads and Track systems. Installing sub-meters at key locations provides a powerful tool for measuring the energy performance of

Over Time individual systems. Providing these sub-meters with recording capability allows you to monitor system performance over
time, providing evidence of degradations and improvements.
You may already be monitoring some of your data center support systems and are satisfied that they are operating
efficiently, but it is important to monitor the energy efficiency of the data center as a whole. The common "big picture"
Review Full System Operation and metric is PUE (Power Usage Effectiveness). This measurement indicates how much energy the support systems use in
Efficiency on a Regular Basis comparison to the IT equipment itself. The less energy the support systems use for a given IT load, the more efficiently the
facility operates. Continuously monitoring this ratio is the best way to keep track of the performance of the whole data
center.
Install Occupancy Sensors to Control Many data centers are unoccupied for long periods. Controlling the data center lights with occupancy sensors, timers, or
Lights manually operated switches directly saves lighting energy. This also reduces the heat load, saving cooling system energy.

If the electric power utility serving the data center offers a power demand response program, installing controls to reduce
Install Peak Shaving Devices on Lighting lighting levels is one strategy for reducing electric demand when requested. The main benefit of complying with a demand
Systems response program is electric cost savings (particularly if the facility is on a time-of-use rate schedule), but it saves energy
too, increasing data center efficiency.
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Contact Information and Q&A

Dale Sartor, MBA
Berkeley Lab
dasartor@Ibl.gov

Steve Greenberg, P.E.
Berkeley Lab
segreenberg@Ibl.gov

Ryan Livingston
BGS LLC
ryan.livingston@ee.doe.ogv

Rachel Shepherd
DOE-FEMP
rachel.shepherd@ee.doe.gov
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