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** Availability levels include data from the hardware:
*Tier 1 — 99.671% Guaranteed availability
*Tier 2 — 99.741% Guaranteed availability
*Tier 3 — 99.982% Guaranteed availability
*Tier 4 — 99.995% Guaranteed availability




Fault

Tolerance

* Not all workloads are the same
* Fault tolerance means different things in the new workload world
* Driving fault tolerance in hardware is an expensive route

* Driving fault tolerance in software needs planning and partnership
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Couple of

Pointers




Tomes, Erica & Altiparmak, Nihat. (2017). A Comparative Study of HDD
and SSD RAIDs’ Impact on Server Energy Consumption. 625-626.
10.1109/CLUSTER.2017.103.
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By 2024, HDD remains the dominant storage technology regardless of use case,
with 54% of total stored data captured on spinning platters, per IDC’s
projections.
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Figre 1, Efficlency curves for two UPS systems are dertved by measuring the difference
Between utility and IT loads from 2ero to 100 percent capacdity.







